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PREFACE

It is our pleasure to welcome all participants of the I International Conference on
Computational and Mathematical Biomedical Engineering (CMBE(9) to Swansea
University. Computational and mathematical methods have had a profound impact on the
understanding and advancement of engineering science and technology over the last few
decades. It is becoming increasingly obvious that computational and mathematical
methods will have a similar impact in the area of biomedical engineering and medicine.
CMBEDQ9 is a response to the expectation that computational methods are ready to make a
change in the way in which diseases and disorders are treated, medical equipment is
designed and health care is carried out. The conference aims to convene a diverse
scientific audience of mathematicians, physicists, clinicians and computational scientists
that have a communal interest in modelling within biomedical engineering. It is
encouraging to learn that this conference represents an interdisciplinary forum of
scientists with expertise ranging from imaging to CFD, from algorithmic developments to
clinical applications and from respiratory flows to protein mechanics. We hope that the
interaction between scientists during the conference leads to new topics of research and
new collaborations.

CMBEOQ9 consists of eight conference keynotes, one mini-symposium keynote, ten
organized mini-symposia and eight standard sessions. We are grateful to all keynote
speakers for accepting our invitation. We anticipate that some of the keynote lectures will
be published in the ‘International Journal for Numerical Methods in Biomedical
Engineering’.

We thank CMBEOQ9 sponsors, supporters, mini-symposium organizers, executive,
scientific and local committee members for their support.

Perumal Nithiarasu Rainald Lohner
Swansea University George Mason University
United Kingdom United States of America
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CONSTRAINED MIXTURE MODELSOF ARTERIAL ADAPATATION:
PAST SUCCESSESAND FUTURE PROMISES

J.D. Humphrey
Department of Biomedical Engineering and M.E. DeBakey Institute Texas A&M University, College
Station, TX 77843-3120 USAhunphr ey @ anu. edu

ABSTRACT

The past four decades have brought forth tremendous advances in the continuum biomechanics of
teries [1]. Nevertheless, two conspicuous shortcomings remain. First, most constitutive relations an
stress analyses have focused on conditions at a single instant, not how the material properties and stt
fields evolve due to normal development or in response to perturbed loads, disease, injury, or clinic:
treatment; second, biomechanical analyses have been based on the assumption that arteries are me
ally uniform rather than consisting of many different constituents that turnover at different rates and tc
different extents while collectively defining the whole. The primary goal herein is to encourage a new
direction in arterial mechanics whereby one models time-dependent changes in compaosition, structu
geometry, and properties that occur in response to changes in the biochemomechanical environme
Although it is not yet possible to identify many of the underlying mechanisms that are responsible fol
such growth and remodeling [2], expanding data bases provide sufficient guidance on salient aspects
development, adaptation, and disease progression, thus it is appropriate that we begin to interpret the
data within mathematical frameworks. Toward this end, our approach will focus on the development
extension, and application of constrained mixture models of the biochemical processes that manife
at the tissue level as changes in structure, function, and biomechanical properties. As illustrative e:
amples, we will consider adaptations to altered blood pressure, flow, and axial stretch and cerebr
vasospasm [3,4].

REFERENCES

[1] J.D. Humphrey. Cardiovascular Solid Mechanics. Cells, Tissues, and Organs, Springer-
Verlag, New York , 2002

[2] J.D. Humphrey, Vascular adaptation and mechanical homeostasis at tissue, cellular, and sub-
cellular levels Cell Biochem Biophys 50, 53-78, (2008)

[3] S. Baek, A. Valentin, J.D. Humphrey, Biochemomechanics of cerebral vasospasm and its res-
olution: II. Constitutive relations and model simulatiodgnl Biomed Engr 35, 1498-1509,
(2007)

[4] A. Valentin, L. Cardamone, S. Baek, J.D. Humphrey, Complementary vasoactivity and matrix
remodeling in arterial adaptations to altered pressure and JIi&\&oc Interface 6, 293-306,
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ABSTRACT

Mechanical ventilation is a vital supportive therapy for critical care patients suffering from Acute Res-
piratory Distress syndrome (ARDS) in view of oxygen supply. However, heterogeneity of the ARDS
lung predisposes patients towards ventilator induced lung injuries (VILI). These complications occur
in terms of primary mechanical and secondary inflammatory injuries of lung tissue and are deemed the
most important factors in the pathogenesis of ARDS.

Computational models of the respiratory system can provide essential insights into involved phenom-
ena and support the development of improved patient-specific ventilation protocols in the long term.
Notionally, we divided the respiratory system into two major subsystems, namely the conducting air-
ways and the respiratory zone represented by lung parenchyma. Due to their respective complexity,
both parts are themselves out of range for a direct numerical simulation resolving all relevant length
scales. Therefore, we first developed detailed individual models for parts of the subsystems in turn. For
the tracheo-bronchial region, CT-based geometries usually up to approximately seven generations were
employed. We developed new robust schemes for fluid-structure interaction (FSI) simulations enabling
the efficient coupling of incompressible flows and soft tissue. Thereby, we do not only consider the
influence of the deformability of the airway walls but also embed the airway tree into homogenized
lung parenchyma for the first time. Recently, we also used our elaborate models to study nanoparticle
deposition in the human lung.

Since pulmonary alveoli are the main site of VILI, we also established a detailed model of alveolar
ensembles considering the influence of the covering surfactant film as well as soft tissue behavior.
Corresponding material parameters are determined in experimental studies on living lung tissue com-
bined with an inverse analysis technique. Alveolar behavior is simulated using both artificial as well as
CT-based alveolar geometries for the first time.



In order to model the unresolved parts of the respective sudragsappropriately, complex multi-scale
approaches were developed. The dynamic behavior of lung parenchyma and local alveolar ensemb
is investigated simultaneously by using novel nested multi-scale procedures, thereby obviating a dire
numerical simulation of the completely resolved alveolar micro-structure. In the tracheo-bronchial
region, physiological outflow boundary conditions are derived by considering the impedance of the
unresolved parts of the lung in a fully coupled 3D-1D approach. First steps towards a coupling o
the resulting parenchymal and airway models will be presented, opening up new vistas towards ¢
all-encompassing ‘virtual’ lung model.
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ABSTRACT

Several connective tissues consist of multiple layers and are composed primarily of collagen, a protein
which gives the tissue strength, varying with, for example, age and pathology [1]. Cerebral aneurysmal
walls, for example, are multi-layered structures with mean fiber alignments distinguishing one layer
from another [2]. Walls of conducting arteries such as the aorta, subclavian, carotid, and iliac are other
examples of soft collagenous tissues. They consist of multiple fenestrated elastic laminae separating the
organized media into well-defined concentrically fiber-reinforced layers. The number of elastic laminae
decreases toward the periphery. Quadricep tendons are also composed of multiple layers of collagenous
tissue, and airway walls are multi-layered structures as well. A new versatile constitutive model for the
mechanical response of multiple layers in collagenous tissues is presented [3]. It considers several lay-
ers with a mean collagen fiber alignment distinguishing one layer from another. The collagen fibers are
embedded in a non-collagenous matrix material. By using that model a new method is presented for es-
timating the elastic properties of the inhomogeneous and anisotropic structure of, for example, saccular
cerebral aneurysms by inverse analysis [4]. The distributions of anisotropic, elastic properties and wall
stresses may be estimated. It is concluded that the wall stresses are accurate enough to facilitate the
assessment of the risk of cerebral aneurysm rupture. There is an urgent need to consider the modeling of
soft collagenous tissues at the molecular, cellular and tissue levels. A recent book [5] attempts to focus
on this aspect covering a continuum biochemomechanical theory of soft tissue and cellular growth and
remodeling (by JD Humphrey), the modeling of the heart (by H Schmid and PJ Hunter), anisotropy and
nonlinear elasticity in arterial wall mechanics (by RW Ogden) and arterial tissue in health and disease
(by GA Holzapfel) [5].
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ABSTRACT

Hemodynamic factors including shear stress and pressure provide the stimuli for many acute ar
chronic changes in the vascular system and contribute to the initiation and progression of congen
tal heart diseases and acquired vascular diseases such as atherosclerosis and aneurysms. Furtherr
knowledge of hemodynamic variables is essential for properly assessing the severity of many vascul
diseases and devising an appropriate therapeutic strategy.

While advances in cardiovascular imaging have provided unprecedented insight into vascular anatorr
noninvasive methods for quantifying physiologic variables are not as broadly applied, with the notable
exceptions of phase contrast MRI and Doppler ultrasound. Yet, these imaging methods, no matter hc
advanced, can only provide data about the present state and do not provide a means to predict the c
come of an intervention or evaluate alternate prospective therapies. We have developed a computatio
framework for computing blood flow in anatomically relevant vascular anatomies with unprecedentec
realism. This framework includes methods for (i) creating subject-specific models of the vascular sys
tem from medical imaging data, (ii) specifying boundary conditions to account for the vasculature
beyond the limits of imaging resolution, (iii) generating finite element meshes including anisotropy,
adaptivity and boundary layers, (iv) assigning blood rheological and tissue mechanical properties, (\
simulating blood flow and vessel wall dynamics, and (vi) visualizing simulation results and extracting
hemodynamic data. These methods have been applied to model blood flow and vessel wall dynami
in the aorta, the lower extremities, the cerebrovasculature, coronary and pulmonary arteries in childre
and adults. Such computational solutions of blood flow offer an opportunity to predict potential hemo-
dynamic benefits of treatment strategies. An entirely new era in medicine could be created wherek
doctors utilize simulation-based methods, initialized with patient-specific anatomic and physiologic
data, to design improved treatments for individuals based on optimizing predicted outcomes. Furthe
more, such methods have been applied to quantify hemodynamic conditions in animal models of hume
disease. Most recently, computational methods of blood flow and vessel wall dynamics have been co
pled to growth and remodeling codes to simulate vascular adaptation in health and disease.

While significant progress in modeling blood flow and vessel wall dynamics has been made over the la
decade, challenges remain. First, while three-dimensional anatomic data is readily available, physi
logic (e.g. flow distribution, pressure, impedance spectra) and mechanical (e.g. vessel properties) inf
data are more difficult to obtain. Second, in vivo validation data is scarce and, as a result, theoretic:
methods development is greatly outpacing its experimental foundation. Third, state-of-the-art image
based modeling tools are only being used at a few elite research universities and institutions arour
the world due to the significant expertise required to produce meaningful results. Developing softwar
systems for reliable patient-specific modeling of blood flow and vessel wall dynamics for biomedi-
cal researchers, clinicians and engineers who are not experts in biomedical computational science i
challenge for the future.
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ABSTRACT

Glaucoma is the second most common cause of blindness in western countries, afflicting 65 to 70 mil-
lion people worldwide [1]. All forms of glaucoma have a common clinical end point of visual field
loss and characteristic changes to the optic nerve head (ONH), the region at the back of the eye where
the axons forming the optic nerve leave the eye posteriorly. In the most common forms of the disease,
the pressure within the eye (intraocular pressure, or IOP) is elevated, and IOP lowering is currently the
only way to treat the disease. We do not yet understand the pathophysiology of blindness in glaucoma,
but studies have strongly suggested that biomechanical factors acting within the optic nerve head are
important. The working model is that high IOP leads to elevated mechanical stresses acting within
the connective tissues of the ONH, which in turn lead to nerve fibre damage, probably through acti-
vation of Type 18 astrocytes and/or other glial cells [2]. It is therefore important to understand the
biomechanical environment within the ONH, e.g. to drive better cell culture models of the biology of
the disease process. Unfortunately, the ONH is difficult to access experimentally, since it is located
at the very posterior aspect of the eye and is composed of soft connective and neural tissue compo-
nents surrounded by the extremely stiff sclera. We have therefore used numerical modelling based on
anatomic reconstructions and ex vivo mechanical testing to better understand ONH biomechanics. In
this presentation | will discuss the role of sensitivity analyses in deducing the most important factors
that influence ONH biomechanics; how histologic and high-field MRI imaging have been used to drive
finite elements simulations of ONH biomechanics; and the incorporation of biaxial mechanical testing
results for sclera into current generation models of ocular biomechanics.

Support: Canadian Institutes of Health Research and Royal Society Wolfson Research Excellence
Award.
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ABSTRACT

The collagen architecture of native heart valves and small diameter arteries is well organized and crit
cal for their biomechanical function. Mimicking this architecture in tissue engineered heart valves anc
arteries may be necessary for their short- and long-term in vivo functionality. We assume that mechat
ical loads play a decisive role during the development of the collagen architecture. To understand tf
mechanobiology of collagen modeling a series of tissue engineering experiments were performed al
computational models were developed with increasing complexity and predictive capability. In mod-
eling collagen modeling we first assumed that newly formed collagen is aligned in the principal strair
directions. This gave a fairly good prediction of the collagen architecture in heart valves, but coulc
not predict the typical helix shaped collagen structure in arteries. We next assumed that collagen
aligned in between the principal strain (or stress) directions. With this assumption the helix shape
collagen architecture in arteries is predicted accurately, while a clear improvement of the predicte
collagen structure in heart valves is obtained. Our understanding of the mechanism of load induce
(mechanoregulation) collagen alignment is incomplete. The lecture focuses on what we do and do
understand about this mechanism, and which future experiments may enhance our understanding.
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ABSTRACT

In this talk | will summarize our clinical investigations in cerebral aneurysms using image-based com-
putational fluid dynamics. We have used these techniques to create a database of patient-specific hemo-
dynamics models of cerebral aneurysm. A variety of studies have been conducted in order to validate
the computational models. These include comparison to analytical solutions in simple geometries,
comparison to in vitro models with both idealized and patient-specific geometries as well as compari-
son to blood flow patterns observed in vivo using dynamic X-ray angiography. Sensitivity studies have
also been carried out in order to assess the effects of different modeling parameters, varying physio-
logic conditions, and motion of the arterial walls including both pulsation and translational motions
observed in vivo with dynamic imaging techniques. Subsequently, these models have been used to
relate hemodynamic characteristics to clinical observations with the objective of better understanding
the mechanisms responsible for the pathogenesis, growth and rupture of intracranial aneurysms. In par-
ticular, it was found that in a sample of 60+ aneurysms, unruptured aneurysms tended to have diffuse
inflow jets impacting on a large area of the aneurysm sac and associated simple/stable flow patterns. In
contrast, ruptured aneurysms tended to have concentrated inflow jets impacting on a small area of the
sac and complex/unstable flow patterns. In another sample of 30+ aneurysms of the anterior communi-
cating artery it was found that ruptured aneurysms had higher values of maximum wall shear stress than
unruptured aneurysms. In addition, it was observed that secondary lobulations or blebs tend to develop
at or adjacent to regions of elevated aneurysm wall shear stress associated with the impingement of the
inflow jet against the aneurysm wall. Once a bleb is formed a new flow recirculation zone is created
opposing the main flow direction and the bleb always progresses towards a state of lower wall shear
stress. In parallel to these studies, we have developed adaptive unstructured embedded grid techniques
to model patient-specific blood flows in cerebral aneurysms after treatment with endovascular proce-
dures. These techniques are being currently used to study the flow modification effects of different flow
diverting stents in order to improve their design, and to relate the changes in the aneurysm hemody-
namics to the outcome of endovascular interventions. The major safety concern with the use of stents to
treat intracranial aneurysms if the possibility of occluding perforators or small arterial branches which
can result in strokes. For this reason, we developed a methodology to assess the reduction in the flow
rate in jailed arterial branches that uses the resistance of the distal vascular beds to apply appropriate
outflow boundary conditions. Preliminary results suggest that, because the resistances of the vascular
beds of small arteries are quite large, the flow rate in these arteries is preserved to a large degree even
if a large percentage of the area of their origin is occluded by the stent. Although these models do not
consider thrombosis or endothelization mechanisms, they are in agreement with clinical observation.
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ABSTRACT

Introduction: An abdominal aortic aneurysm (AAA) is a dilatation of the aortic wall leading to an
increase in diameter of at least 50%. If left untreated, most AAAs will increase in size until rupture
causing a life threatening hemorrhage. Currently, the criterion for elective repair by endovascular c
open surgery stent-graft placement is a maximum diameter of at least 5.5 cm. Multiple studies sho
that not only diameter but also peak or 99-percentile peak wall stress may be indicative for rupture risk
In these studies it is hypothesized that wall stress analysis may give indications why a number of sme
AAAs do rupture in an early stage and some large AAAs seem not to rupture at all.

Methods: Computations of the wall stress in abdominal aortic aneurysms are based on geometrice
data obtained by CT or MRI imaging [1] and approximate (Finite Element) solutions of the momentum
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equation endowed with an appropriate constitutive relatidwéen the state of stress and the state of
strain [2]. In this presentation the role of non-linear stress-strain relations will be discussed in relation
with the importance of the initial strain that will be present in the aortic wall at the moment is imaged
[3]. Both in-vitro [4] and in-vivo assessment of the vessel wall and thrombus mechanical properties
based on MRI imaging are carried out to obtain the material parameters to be used in the constitutive
relations between stress and strain. In the presentation these methods will be discussed in view of their
possible clinical application.

Results: First results of a pilot clinical study (20 patients), where aneurysm diameter and shape are re-
lated to 99-percentile peak stress based on the computational methods presented will be presented. The
importance of non-linear modelling, initial stress inclusion and the role of thrombus will be discussed.
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ABSTRACT

In simulation of biomechanical structures the patient specific geometry of the object of interest is ver
often reconstructed from in—vivo medical imaging such as CT scans. Such geometries therefore repr
sent a deformed configuration stressed by typical in—vivo conditions. Commonly, such structures at
considered stress—free in simulation. In this contribution we present and compare two methods to it
troduce a physically meaningful stress/strain state to the obtained geometry for simulations in the finit
strain regime and demonstrate the necessity of such prestressing techniques. One method is based o
inverse design analysis (ID) to calculate a stress—free reference configuration. The other method dev
oped by the authors is based on a modified updated Lagrangian formulation (MULF). Formulation o
both methods is provided and implementation issues are discussed. Applicability and accurateness
both approaches are compared and evaluated utilizing fully three dimensional patient specific abdorn
nal aortic aneurysm structures within the context of wall stress and fluid—structure interaction analysis

Key Words: inverse design analysis, prestressing, prestraining, patient specific modeling, abdomina
aortic aneurysm, fluid—structure interaction.

1 Introduction

Through great progress in models and simulation approaches in biomechanics it is nowadays possit
and desirable to use patient—specific geometries obtained from medical imaging to construct comp
tational models of biomechanical structures. When in—vivo medical imaging is applied the resulting
images and therefore reconstructed three dimensional geometries represent a configuration under
vivo load such as e.g. blood pressure. A common approach in simulation of such patient specifi
geometries is to neglect the pre—deformation of the object of interest under in—vivo loads and to assun
the obtained configuration as stress—free. As we will demonstrate, this simplified approach will leac
to unphysically large deformations, strains and stresses at least in cases where finite deformations &
maybe even large strains do occur. One interesting case where above comments apply is the simulat
of abdominal aortic aneurysms (AAA) [1, 2]. Here, the in—vivo geometry represents a pre—deformec
spatial configuration that is mainly loaded by blood pressure. It is also known from experiments [3]
that aneurysm wall material undergoes large strains. Three dimensional AAA structures reconstructe
from imaging are pre—loaded by time averaged blood pressure which accounts for a significant portio
of the occurring peak loads. Taking the in—vivo geometry as stress—free is especially not suitable fc
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fluid—structure interaction simulations as this assumptidhl@dd to non—physical large deformations

under realistic loading. Here, we consider two types of methods to introduce prestressing in compu-
tational patient specific biomechanics in the finite strain regime and apply them to AAA examples:
The first is based on an inverse design analysis where we assume the load to be e.g. constant diastolic
blood pressure at the time of medical imaging. We show how the resulting prestressed configuration
is incorporated in a standard forward analysis within fluid—structure interaction or structural dynamics
simulations. The second method is based on a modified Updated Lagrangian formulation (MULF),
where a multiplicative split of the deformation gradient is used to produce a displacement—free pre-
strained/prestressed state. We compare results of the two approaches and discuss benefits and draw-
backs of both methods applied to fully three dimensional patient specific abdominal aortic aneurysm
structures.

2 Prestressing with inverse design analysis (ID)

Classically, an inverse design problem deals with the question how a body has to be shaped in the
material configuration such that under a defined set of loads it takes on a prescribed shape. We consider
the boundary value problem of finite deformation elasticity on an undistorted striggureR? in the
stress—free material configuration which can be cast to a (deformed) spatial config(¥atioR?

dive +b; =0 inQ; , u=ul onyp , on, =t onvyy. (@8]

We assume a hyperelastic material behavior as published in [3] for the AAA wall. We further introduce
the inverse deformation gradieft= 90X /0x = F~! that relates the (unknown) material configuration

to the (known) spatial configuration. The method of weighted residuals is applied to the spatial balance
equation in (1) resulting in the weak form

ST, = STTI" — §TIE™ — 5e:o-dQ—/ bt-éudﬂ—/ t,-Sudy=0. 2)
Q4 Q YN

Equation (2) is solved for the unknown material fradeusing a finite element discretization method
and appropriate nonlinear numerical solution techniques such as Newton—-type methods. Implementa-
tion and linearization details can be found in more detail in [6].

3 Prestressing with Modified Updated Lagrangian Formulation (MULF)

Starting point of the method is a known spatial configuration obtained from imaging. We denote such
a configuration a$); c R? with x; as corresponding coordinate vector field. The configuratlpiis
subject to an external load # 0 that is known and in equilibrium with the stress state of the structure

at the time when medical imaging was performed. The weak form of the balance equation in a material
configuration with respect tQ; reads

I, = ST — STIF* = 5E:Sdﬂ—/ ty-oudy=0. (3)
Q IN
(3) can only be true in the non-trivial caSe# 0 if either a deformation gradiedf' # I exists or
displacementsi # 0 occur that result in a non—trivial deformation gradient. Therefore, a usual incre-
mental load controlled calculation is performed with the only difference that the incremental summation
of displacement increments is replaced by an incremental multiplicative update of an independent in-
printed deformation gradient. The structure does not deform but builds up the inprinted deformation
gradient in an incremental way [6, 8.
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Figure 1. Figures (a) — (c)MaleTly prestressed state &mmHg. Figures (d) — (f): Analysis at
120mm H g based on prestressed state in Figures (a) — (c). View and cut showing ILT geometry. Color:
indicate von Mises Cauchy stresses.

4 Results and discussion

The presented approaches represent robust and applicable methods for determining the prestress
state of general patient-specific AAAs. We applied MULF and ID prestressing in a study of 39
aneurysms, of which two structures nameti/e71y and Female48y are utilized here to discuss the

characteristics of the methods. The geometries obtained from medical imaging shown in Figs. 1 and

B 5

(@) ID (b) MULF (c) none (d) ID (e) MULF (f) none

[ -x

Figure 2: Figures (a) — (c)Female48y prestressed state &mmHg. Figures (d) — (f): Analysis at
120mm H g based on prestressed state in Figures (a) — (c). View and cut showing ILT geometry. Color:
indicate von Mises Cauchy stresses.

account for the three dimensional geometry of the intraluminal thrombus (ILT) and assume a constal
aortic wall thickness ot mm as the aortic wall can not be seen in standard CT images clearly. For the
aortic wall, an isotropic aortic aneurysm material model according to [3] is used, for the ILT a Neo—
Hookean model is applied. It is assumed that diastolic blood pregsare&5mmHg was present at

the time of imaging and therefore the aneurysm structures are prestressed with this load applying tt
ID and MULF prestressing techniques. Results for the prestressed stress state as well as a stand
forward calculation assuming the initial imaged configuration to be stress—free are given in Figs. 1 an
2, respectively. In the ID and MULF case, the deformation is zero and the configuration correspond
to the one from medical imaging. In the forward analysis case (Figures 1(c) , 2(c)) the deformation o
course is nonzero. The stress states from MULF and ID prestressing are comparable with stresses fr
MULF prestressing being slightly higher. Stresses in the no—prestressing analysis are significantly tc
large mainly due to the fact that the pressure load is applied with respect to the deformed configure
tion. After having obtained this prestressed state the load is further increased to the systolic pressu
level p = 120mmHg. The aneurysms deform and the corresponding stress states are compared to tt
no—prestressing analysis in Figs. 1 and 2 in sub—Figures (d) through (f), respectively. Again, the defo
mations obtained from ID and MULF prestressing are comparable while the no—prestressing analys
overestimates displacements significantly. The no—prestressing simulation yields unrealistically larg
deformations in Figures 3(c) and 3(f) as expected. The inverse design analysis (ID) does not yield
unique stress—free material configuration in the finite deformation context. Due to non—uniqueness, tt
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(@) ID (b) MULF (c) no (d)ID (e) MULF (f) no
prestressing prestressing

Figure 3: AAAs Male7ly ( (a)—(c) ) , Femaled8y ( (d)—(f) ) under120mmHg. Comparison of
deformation for ID, MULF and no—prestressing case. Grey slice indicates spatial configuration from
medical imaging. Color indicates displacements.

material configurations have to be evaluated with great care. The MULF prestressing technique does not
yield a stress—free reference configuration but approximates the prestressed state directly. The resulting
prestressed state is unique. This represents a major advantage over the ID prestressing method.
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1. INTRODUCTION

It is well established that atherosclerotic plaques generally develop in low shear stress regions, including
curved arterial segments and bifurcations®. Once these plaques intrude into the lumen, the shear stress they
are exposed to alters with hitherto unknown consequences. We hypothesize that in the more advanced
stages of the disease, shear stress has an important impact on plaque composition in such a way that high
shear stress enhances plaque vulnerability through its biological impact on the endothelium?.

If we want to investigate this and other hypotheses we need to study the relationship between shear stress
and markers of atherosclerosis in human coronary arteries, several requirements have to be met. Shear
stress distribution can be obtained through computational fluid dynamics (CFD). To apply this method, we
need detailed information on the 3D geometry of coronary arteries (a real challenge in these small, moving
arteries), boundary conditions and material properties. If we want to study the impact of shear stress on
atherosclerosis, we also have to identify the relevant markers of the disease and preferably determine how
these markers change over time.The most important input parameter for application of CFD is the 3D
geometry of the coronary arteries. We developed an imaging technique® in which we combine biplane
angiography with intravascular ultrasound (IVUS). The IVUS images were acquired during a pullback,
contours of the lumen of the artery were drawn in the IVUS images and subsequently stacked on the 3D
reconstruction of the path of the catheter (figure 1, left panel). The other input data for application of CFD
are also patient derived. Flow measurements with a Doppler wire and viscosity measurements with a
capillary viscometer.
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Atherosclerosis is characterized by local thickening of the vessel wall. Several wall components can be
responsible for the increased wall thickness, including lipid accumulation, fibrous tissue and calcifications.
The thickness of the plaque is a measure for the “‘age’ of the disease, while plaque composition is important
to determine the plaque
phenotype. Vulnerable plaques thickness (wt
for example are characterized .

by a large lipid pool, covered
by a thin fibrous cap, which is
often infiltrated by
macrophages.

Several imaging techniques
can be used to determine
surrogate markers for
atherosclerosis in vivo. The
one that is used most
frequently is wall thickness,
which can easily be derived
from IVUS. Other 1VUS based
imaging techniques
(palpography and virtual
histology) are capable of
providing information on
plagque composition.

In this current study we focus on two experimental methods to determine markers of atherosclerosis,
palpography and virtual histology, and we study how they are related to shear stress in human coronary
arteries.

-

U: upstream
T: throat

S: shoulders
D: downstream

figure 1: 3D reconstration of a coronary artery (left) and plaque definition

2. SHEAR STRESS VS PALPOGRAPHY

Palpography® was applied to measure radial strain, which is a
surrogate marker for plaque composition. After matching the
ultrasound data sets, we were able to study the relationship
between shear stress and strain. To do so, each plaque was
divided into 4 regions: upstream, throat, shoulder and
downstream (see figure 1). Average shear stress and strain
were determined in each region. A subset of the arteries was
also imaged at a follow-up procedure after six months. After
matching the strain data from index and follow up, we can
infer how strain changed over time in each region and as a o editm high
function of the shear stress levels at index. shear stress

strain [%)]

figure 2: pooled data for averaged

. . 4
The data for the plaque regions from the index procedure normalized shear stress versus strain

showed that shear stress in the upstream, shoulder, throat and

the downstream region were 2.55+0.89 Pa, 2.07+0.98 Pa,

2.32+1.11 Pa and 0.67+0.35 Pa respectively. Shear stress in the downstream region was significantly lower.
Strain in the downstream region was also significantly lower than the values in the other regions
(0.09+03% vs 0.19+0.06%, 0.19+0.05%, and 0.17+0.07% for the upstream, shoulder and throat region
respectively). Pooling all regions, dividing shear stress per plaque into tertiles and computing average strain
showed a positive correlation: for low, medium and high shear stress, strain was 0.09+0.04%, 0.16+0.06%
and 0.24+0.07%, respectively (figure 2).

Preliminary data from the follow-up measurements (n=16) revealed that strain increased mostly in the
upstream region (+0.03%), followed by the shoulder (+0.02%), and throat (+0.01%) region. In the
downstream region, strain decreased by —0.01%.

Instead of looking at the separate regions, we analyzed the results like we did for the strain values from the
index procedure. All data were pooled, and we investigated how the strain changed in the regions that were
exposed to low, medium and high shear stress at the index. In figure 3, it can be seen that those regions



exposed to low and medium shear stress showed a 0.1
slight decrease in strain, while the regions exposed : :
to high shear stress showed a clear increase in L R A 8
strain. i i

Low strain co-localizes with low shear stress
downstream of a plaque, indicating that stiffer wall
material is present there. Higher strain can be
found in all other plaque regions, with highest
strain found in regions exposed to the highest shear
stresses. The follow-up data indicate that there is a : ;
prevalence of increase in strain in the upstream -0.02 e T high
region of the plaque, while strain decreases in the

downstream region. The regions exposed to the figure 3: change of strain as a function of normalized
highest shear stress values show an increase in shear stress

strain over time. This indicates that weaker

underlying wall material at those locations, and

these regions might be more prone to rupture.

Astrain

3. SHEAR STRESS VS VIRTUAL HISTOLOGY

We investigated the relationship between
shear stress and plaque composition from
virtual histology (VH) in 10 coronary arteries
from 10 patients. For the acquisition of the VH
images a continuous pullback with an IVUS
catheter (Volcano, USA) was performed in the
same artery. The radiofrequency data was
processed to obtain color-coded tissue maps of
each cross-section®. The VVH images were
matched with the 3D lumen reconstruction
from the ANGUS procedure (figure 4). Per
cross section the average shear stress was
calculated. For each cross section, we defined
low shear stress as lower than 0.95 times the
average value, and high shear stress as higher
than 1.05 times the average value. In order to
investigate the influence of the severity of the
disease on the relationship between shear figure 4: fusion of the 3D imaging procedure ANGUS and
stress and location of necrotic core, cross virtual histology in a human coronary artery
sections were divided into 2 groups, based on

the size of either plaque burden (<40%, >40%)

or necrotic core area (<10%, >10%). Plaque burden <40% was considered as surrogate marker for early
atherosclerosis with minimal lumen narrowing and plaque burden >40% represents the more advanced
stage of atherosclerosis. Necrotic core >10% is one of the criteria for identification of IVUS derived
vulnerable plaque.

In the 863 matched cross sections, 51 cross sections did not contain a necrotic core. The cross sections with
a necrotic core had a smaller lumen area (9.0+ 5.1 vs 11.746.5, p<0.05) and larger wall thickness (0.6+0.2
vs 0.3+£0.1 mm, p<0.05) than the cross sections without a necrotic core. Table I present the characteristic of
the cross sections containing a necrotic core with a plaque burden <40% and >40%, and a necrotic core size
<10% and >10%. Cross sections with a plaque burden <40% had in average a larger lumen area, media
bounded area and smaller wall thickness values than cross sections with plaque burden >40%. Comparing
the cross sections with a large necrotic core (>10%) to the ones with a small necrotic core (<10%), it could
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be observed that plaques with a large necrotic core had, as expected, the largest plaque burden and wall
thickness (p<0.05).

In the cross sections with necrotic core, the shear stress ranged from 0.35 to 19.36 Pa with an average of
4.12+3.83 Pa. Per cross section the average shear stress was calculated and the shear stress at the locations
of necrotic core was compared to the average shear stress. For 30% of the cross sections the necrotic core
was located at low shear stress, while 47% was located at high shear stress.

For cross sections with plaque burden <40%, the necrotic core was almost equally distributed over the high
shear stress and low shear stress regions (fig 5A, 36% vs 42%). However, for cross sections with a plaque
burden >40%, the necrotic core was more frequently found in the high shear stress region than in the low
shear stress region (52% vs 25%).

Subsequently the cross sections were

divided into two groups based on the 60 A 60 N B
size of the necrotic core (fig 5B). With . -
increasing necrotic core size the %0 %0
percentage cross sections for which the 10 —= a0
necrotic core was located at low shear
stress decreased from 32% to 21%, 30 304 | :
while, interestingly, the percentage T
cross sections for which the necrotic 20 2
core was located at high shear stress 10 104]
remained the same (47% vs 49%). L L L N L
Subsequently the cross sections were

PB < 40% PB >40% <10% >10%

divided into 4 groups based on both the
plaque burden and the necrotic core
size. We observed that plaques with a
necrotic core >10%, but still having a
plaque burden < 40% were in 58% of
the cases located at low shear stress regions (fig 6A). That percentage decreased to 17% when plaque
burden exceeded 40% (p<0.05). However, for plaques with a necrotic core <10%, the plaque burden did
not make too much of a difference as to have the

necrotic core located at low shear stress or at high

shear stress (39% vs 30%, p<0.05). Both plaques

with a necrotic core <10% and >10%, showed a

slightly increased shear stress with increasing o
plaque burden (fig 6B).

figure 5: shear stress at locations with necrotic core for different plaque
burdens (A) and necrotic core area (B). L= lower shear stress, H= higher
shear stress.

60%

The current results show that even in early

atherosclerosis, a significant amount of the plaques 0%
are exposed to elevated shear stress levels, Dy
indicating that lumen narrowing probably already
occurs at plaque burden below 40%. Furthermore,
we showed that especially the lipid rich lesions are
subjected to changes in shear stress during the
progress of atherosclerosis. In the early phase of
the disease, the lipid rich plaques are
predominantly located in low shear stress regions,
while in the more advanced phase of the disease, they are exposed to higher shear stress. This change in
shear stress might trigger biological mechanisms that lead to plaque destabilization.

0%
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-
e

figure 6: cross section divided with respect to plaque burden and
necrotic core size. Regions exposed to low WSS are given in (A) and
regions exposed to high WSS in (B).
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ABSTRACT

In this study, a fluid solid interaction analysis (FSI) of a MRI reconstructed left coronary artery was
analyzed. The arterial wall was modeled as fiber reinforced hyperelastic material following the recer
model of Holzapfel et al. (2005). The shear stress of the arterial wall was computed in order to in:
vestigate a correlation between flow-induced wall shear stress and geometry of the artery. In particulz
since the most usual atheromatous plaque locations in the human coronaries are the arterial bifurcatio
the relationship between blood flow and plaque formation near the bifurcations taking into account th
arterial wall deformation was studied. An unsteady state FSI analysis with a commercial software (AD
INA) was performed in order to evaluate the maximum and the minimum wall shear stress as a functio
of the flow regime and the arterial wall deformation in the left coronary. The material modes were
included in the code by using a user subroutine. The wall shear stress (WSS) values were guantifi
and correlated with the usual location of atheromatous plague formation.

Key Words: fluid solid interaction, fiber reinforced arterial wall, blood flow, wall shear stress.

1 INTRODUCTION

Nowdays, cardiovascular diseases represent the most frequent cause of death in the modern civilizati
In particular they are thé9% of the death diseases in Europe and3R& in United Stated [1]. The
common index for those pathologies, known@g D (Cardio-Vascular Diseageincludes different
kinds of cardiovascular diseases and it is considered as one the most important reference of the wo
human health [1].

Cardiovascular diseases are divided in different classes: infarction (ischemic or hemorragic), thron
bosis and aneurism. One of the most important class is surely the coronary disease, included in tl
category of cardiovascular diseases with the indflekD (Coronary Artery Diseage In this class, the
most important role is played by atherosclerotic diseases caused by formation, developing and ruptu
of atheromatous plaques.

Studies on coronary arteries are normally focused on hemodynamics aspect, neglecting the interacti
between blood flow and arterial walls, evaluating the WSS at the rigid walls and connecting it with
atheromatous pathologies (Fukumoto et al., 2008, Asakura et al., 1990). Gijsen et al. (2007) analyzec
left arterial bifurcation showing the hemodynamics of a left main arterial bifurcation of just one patient.
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Figure 1: Geometry of the studied left coronary artery.

Sodis et al. (2006) studied a left main arterial bifurcation of the main, the ascending and the circumflex
arterial branches but using a mean geometry. Goubergrits et al. (2009) performed a CFD simulation
of a rigid wall based left arterial bifurcation comparing the results with a silico experimental model.
Moreover, recently some FSI studies of vulnearable atheromatous plagues have been performed.

The aim of this work is the understanding of how the blood flow patterns can affect the arterial wall and
how the plaque formation can be influenced by the WSS. This understanding will help the develop of
more efficient strategies to treat pathological patients.

2 MATERIALS AND METHODS

The 3D coronary artery model of a 60 years old healthy patient was made with help of computer imaging
technics. A patient specific geometry and the heart movement were reconstructed using computed
tomography (CT) scans and magnetic resonance imaging (MRI) in one point of time of the cardiac
cycle. As shown in the Figure 1, the arterial tree considered in this study included the left main coronary
artery (LM) and its principle branches: the left descending artery (LAD) and the left circumflex artery
(LCx). The real data were imported in the commercial sofwareM AP© in the way to smooth the

rough geometry and generate the computational mesh.

A full hexaedral mesh of the arterial wall was generate using the commercial Iced®EAS©

(Figure 2). The fluid tetrahedrical mesh, made with the commercial godar AP© (Figure 2) was
performed starting from the internal shell that represents the fluid solid interface domain. The final mesh
was imported in the software packagé® N A© where the fluid-solid interaction was performed.

The arterial wall was characterized with the Holzapfel model [7] as 3-lay@isg, mediaandadven-

titia) fiber reinforced hyperelastic material. As the reconstructed artery came from an healthy patient,
the blood was supposed as Newtonian and incompressible1008 K g/m?, u = 3.5 cPoise) under
unsteady conditions [8] [11]. Moreover, the blood flow was assumed laminar (the Reynolds number
was in the rangé < Re < 200).

As boundary conditions, time dependent inlet and outlet velocity conditions were used. Starting from a
spatially uniform, time variable velocity inlet profile (Sankaranarayanan et al. 2005), outlet velocities
were calculated on each instant of the cardiac cycle with the well known Murray Law (Murray et al.,
1926). At the fluid-solid interface theo-slipboundary condition was imposed.

3 RESULTS

The WSS has been evaluated by postprocessing the velocity field. Its distribution on the arterial wall is
shown in figure 3.
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Figure 2: Computational grid (fluid on left, solid on right).

Nea the bifurcation, due to geometrical reasons (the angle betweeh@hebranch and the. M is
nearly 90°), the blood flow separated from the arterial wall and generated a recirculation area on the
inferior side of theLC'z branch. As a results a high WSS value on Ihe branch was visible while

a low WSS was present inside the&'x branch (see figure 3). A cause of the change of flow direction,

a recirculation area even with smaller intensity was generated on the superior sidd.gfffheranch.

As a results the wall shear stress showed a low value also ibAle superior side (see figure 3).

The computed WSS value8.§ — 3 Pa) were compared with those found in literature and well matched
other studies in this field [4] [5] [8]. The computed blood flow velocity field causing the WSS distribu-
tion on the arterial tree was according with the most frequently atheromatous plaque location [11] [12]
The deformed shape of the arterial bifurcation is shown in figure 4. The computed displacement wer
in the range 0f).1 — 1 mm.

4 CONCLUSIONS

This study demonstrates that region with low WSS, connected with detached blood flow, are possibl
predisposed to the atherosclerosis development since the velocity gradient is low. In particular fc
geometrical reasons, these regions are located near the arterial bifurcations, where the flow divided a
different flow regimes develop. The importance of this study was the understanding of how the low/higt
velocity gradients affect the WSS distribution, a relevant aspect in the treatment of pathological patient:
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ABSTRACT

Numerical simulation of blood flow in the thoracic aorta based on finite difference approximation is
presented. Aorta shapes are taken from centerline data of CT scans. Based on the flow field during sev-
eral cardiac cycles, the time-averaged stress field is computed and a 1D-reduced force field is obtained,
which might be responsible for elongation and other morphological changes of the aorta.

Key Words: blood flow, stent graft, aneurysm

1 INTRODUCTION

Thoracic endovascular aortic repair (TEVAR), or stent-graft treatment, has become widely accepted as
an important option for treatment of thoracic aortic diseases. Many studies have prove the safety and
efficacy of TEVAR with satisfactory short-term to mid-term outcomes. Even if the initial TEVAR treat-
ment technically succeeds, some patients demonstrate recurrence and progression of diseases many
years after treatment. Based on long-term follow-up examinations, such long-term morphological
change and effect of hemodynamic flow seem to interact synergically. Constant pulsatile hemodynamic
effects from blood flow seem to induce degeneration of the underlying aorta to induce its morpholog-
ical change and induced minor morphological change to alter the hemodynamic state. These changes
finally end up to cause long-term adverse events. This study is intended to investigate the constant effect
of vascular hemodynamics on long-term adverse events using computational fluid dynamics based on
finite-difference approximation with an immersed boundary — fictitious domain approach.

2 NUMERICAL METHODS

Navier—Stokes equations for an incompressible viscous fluid with a continuity equation are used, where
blood is assumed to be a non-Newtonian fluid. In this study, flow equations are discretized using finite
difference approximations. Finite difference meshes are generated using centerline data detected by the
median axis transform technique from CT scans. Then the shapes of aortic walls are reconstructed in
the centerline-fitted generalized coordinate (£, 7, () using radius data at each point on the centerline.
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Figure 1: Finite difference grids

The shapes are represented by characteristic functions A(&, 7, ¢), which are used in the fictitious domain
method. Figure 1 depicts finite difference meshes and contour surfaces of \.

A collocate arrangement of flow variables on the generalized coordinate has been adopted. For approxi-
mation of the advection term, a third-order upwind scheme is used. A Poisson equation for the pressure
is solved using GP-BiCG method with incomplete LU factorization as a preconditioner.

3 NUMERICAL RESULTS

First, time-dependent flow fields are computed for 10 cardiac cycles. Figure 2 portrays instantaneous
flow velocities, as in the aneurysm of Case C, in which swirling flows are evident in the aneurysm.

Figure 2: Swirling flow in an aneurysm

Next, using time-dependent flow data, time-averaged flow fields are computed for the last five cardiac
cycles. Figure 3 presents averaged wall shear stresses.
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Figure 3: Averaged shear stresses

Then, using the time-averaged flow fields, we compute the reduced force distribution, which is defined
as

F(s) = [ ond (1)
T'(s)
Fi(s) = / opndr. )
T'(s)
Here, o, is a time-averaged outward normal component of the stress exerted on the aortic wall;

On = O35T;5M. (3)

Case B Case C

Figure 4: Reduced force distributions F*(s) and F?(s)
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Parameter s is the length along the centerline and I'(s) is the cross-section perpendicular to the center-
line at s. The outward normal vector n; can be computed as a gradient of the characteristic function:
_0A

“)

g

In Fig. 4, the colors of the centerlines represent F*(s); the vectors on them indicate that F(s). These
forces are considered responsible for aortal elongation and other morphological changes.

4 CONCLUSIONS

As described in this paper, we propose a computational approach to predict constant effects of vascular
hemodynamics on long-term adverse events in the thoracic aorta. The combination of finite difference
approximation on centerline-fitted generalized coordinate system and fictitious domain method works
well with reasonable computational cost. Although development remains in a preliminary stage, it is
anticipated that such reduced force field representation is effective for prediction of long-term adverse
events.

Acknowledgements

The authors would like to thank Prof. C.A. Taylor and Dr. C.A. Figueroa for their helpful comments
and suggestions.

REFERENCES

[1] C.A. Figueroa, C.A. Taylor et al., A coupled momentum method for modeling blood flow in
three-dimensional deformable arteries, Comput. Methods Appl. Mech. Engrg., 195, 5685—
5706, 2006.

[2] H. Fujita, H. Kawahara and H. Kawarada, Distribution theoretic approach to fictitious domain
method for Neumann problems, East—West Journal of Numerical Mathematics, 3(2), 111-126,
1995.

[3] D. Goldstein, R. Handler and L. Sirovich, Modeling a no-slip boundary with an external force
field, Journal of Computational Physics, 105, 354-366, 1993.

[4] J.D. Humphrey and C.A. Taylor, Intracranial and Abdominal Aortic Aneurysms: Similarities,
Differences, and Need for a New Class of Computational Models, Annu. Rev. Biomed. Eng.,
10, 221-246, 2008.

[5S] G.D. Rubin, D.S. Paik, P.C. Johnson and S. Napel, Measurement of the aorta and its branches
with helical CT, Radiology, 206, 823-829, 1998.

[6] M. Tillich, R.E. Bell, D.S. Paik, D. Fleischmann, M.C. Sofilos, L.J. Logan and G.D. Rubin,
Iliac arterial injuries after endovascular repair of abdominal aortic aneurysms: correlation with
iliac curvature and diameter, Radiology, 219, 129-136, 2001.

[7] T. Ueda, D. Fleischmann, G.D. Rubin, M.D. Dake and D.Y. Sze, Imaging of the Thoracic
Aorta Before and After Stent-Graft Repair of Aneurysms and Dissections, Semin. Thorac.
Cardiovasc. Surg. 20 (4), 348-357, 2008.

[8] LE. Vignon-Clementel, C.A. Figueroa, K.J. Jansen and C.A. Taylor, Outflow boundary condi-
tions for finite element modeling of blood flow and pressure in arteries, Comp. Methods Appl.
Mech. Eng., 195, 3776-3796, 2006.

30



1st International Conference on Mathematical and Computational Biomedical Engineering - CMBE2009
June 29 - July 1, 2009, Swansea, UK
P.Nithiarasu and R.Lohner (Eds.)

A multi-model approach to intravenous filter optimization

Yuri V. Vassilevski
RAS Institute of Numerical Mathematics, 119333, Gubkina St. 8, Moscow, Russia,
vasilevs @dodo.inm.ras.ru

Sergey S. Simakov
Moscow Institute of Physics and Technology, 141700, Institutski Lane 9, Dolgoprudny, Russia,
simakovss@ya.ru

Sergey A. Kapranov
Department of Interventional Radiology, City Hospital N 1, 117049, Leninskiy pr. 8, Moscow, Russia

ABSTRACT

We present a multi-model approach to the study of side-effects of endovascular implants. A 2D model
of elastic walls and a local 3D model of blood flow are combined with a global blood circulation
model. The three numerical models form an endovascular computational stand.

Key Words: blood flow, endovascular implants, cava filter optimization.

1 INTRODUCTION

Development of endovascular devices is one of the most challenging problems of contemporary medicine.
Millions of endovascular implants are successfully installed annually. The design and installation of the
devices-implants should minimize perturbations of the blood flow in the vessel as well as the impact
to the vessel wall. This requires optimization of the device structure, choice of appropriate materials,
study of the place and the method of the device fixation, estimation of the impact to the global circu-
lation, evaluation of chemical species transport in the case of dissoluble devices. Our work addresses
modeling side-effects due to intravenous filters (Fig. 1) which are implanted into veins to capture and
dissolute migrating thrombi. In particular, we consider correct filter placement, computation of flow in
the vicinity of the filter and captured thrombus, impact of the installed filter to the elastic properties of
the venous wall, transport of polymeric material in case of dissoluble filter.

2 METHODS

Three numerical models of different dimensionality are proposed for the minimization of side-effects
due to installation of intravenous implants. The detailed disturbance of the blood flow in the vicinity
of the implant should be considered by means of 3D incompressible fluid flow model. Global response
to the local perturbations should be analyzed in the scope of 1D closed circulation model. The elastic
vessel wall response to the device fixation and flow pulsations should be taken into account through the
2D model of elastic structures and fluid-structure interaction problem.

Computational domains of these models differ considerably. In the 3D fluid flow model the domain
is a complex 3D channel with complex obstacles in it (Fig. 2). The numerical scheme is based on the
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Figure 1. Samples of intravenous filters (Comed Co.).

finite volume discretization of Navier-Stokes equations on octree meshes. In the elastic wall model the
domain is the two-dimensional manifold whose position in space can vary. The numerical scheme is
based on representation of the vessel wall as a set of elastic fibers of different types. It computes the
stress caused by vessel’s motion.

Figure 2. 3D model of the flow in the vicinity of a captured thrombus.

In the global circulation model the domain is a set of 1D flexible channels connected in a closed network
(Figs. 3, 4). Blood flow is considered as pulsatile flow of incompressible fluid streaming through the
network of vessels. For every vessel we have mass and momentum conservation equations

Ouk /0t + 0(uj /2 + pi/p) /0 = Vi (t, @, Sk, Wk, Xni) @)

where ¢ denotes time, x is coordinate along the vessel, p is blood density, k is vessel’s index, S (¢, x)
is vessel’s cross section area, uy(t,x) is flow velocity averaged over the vessel’s cross section, py is
pressure (relative to the atmospheric pressure), oy is mass inflow/outflow (e.g. due to the damage of
the vessel’s wall or blood transfusion), ¥;, denotes external forces (e.g. gravity, friction, etc.), x; are
parameters describing the impact i on the k" vessel. Elastic properties of the vessel’s wall are described
by the state equation

i (Sk) — Pk = pciyfi (Sk) 3)

where cgy, is the rate of small disturbance propagation, p.j is pressure in the tissues surrounding the
vessel (transmural pressure). The function fj (Sx) depends on the vessel’s type. In this work we set

fk(S ) _ {exp (Sk/gk—l) —1, SE > Sk

= _ 4
In (Sk/Sk)7 S < Sk7 ’ @
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where S}, is vessel’s cross section area under zero transmural pressure and zero velocity.

All the vessels must be connected each other and to the heart by the appropriate boundary conditions in
nodes, that are Poiseuille’s pressure drop conditions and mass conservation law combined with appro-
priate compatibility conditions for (1),(2).

pr (Sk (8. 31)) — pi (t) = ex Ry, Sk (t, 1) ug, (t,38) k= ki, ko, ...k (5)
> ewSk(tE) wg (1) =0, (©6)
ke o kins

where [ is node index. For branches incoming into a node (terminal point) we set e, = 1,2, = Ly,
whereas for outgoing branches (entry node) we set e, = —1, 2, = 0. In the case of the heart junction,

the product Sy, (¢, x) ug (t,z) in (5),(6) should be replaced with volumetric flow to the appropriate
chamber of the heart ().

pulmonary arteries pulmonary veins

Figure 3. 1D structure of the pulmonary vessels.

For each vessel equations (1),(2) are solved by a combination of the first and second order explicit
schemes. This model also include a set of stiff ODE’s describing the heart functioning that requires A-

and L-stable methods.
¥
systemic
veins

Figure 4. 1D structure of the systemic vessels.

systemic
arteries
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Interaction between the 1D, 2D, and 3D models is diverse. The elastic 2D wall is combined with 3D
fluid flow in the framework of the fluid-structure interaction problem. The elastic 2D model is sensitive
to implant installation and modifies the state equation (4) for the 1D global circulation model. The 1D
global model affects boundary (inflow/outflow) conditions for the 3D model which enforces the vessel
wall position.

3 RESULTS & CONCLUSIONS

We combined the above models in the framework of multi-model software, the endovascular computa-
tional stand. This stand is intended for the use by manufacturers and clinicians as well as the educational
tool.
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ABSTRACT

We introduce a method for identifying cerebral aneurysm wall properties under the condition that the
stress-free configuration of the sac is not known. The method is an indispensable intermediate step
towards using dynamic image data to characterize the wall caliber of cerebral aneurysms. We have de-
veloped a pointwise identification method that enables an organ level characterization of the heteroge-
neous anisotropic properties in aneurysm sac under the assumption of known stress-free configuration;
in this work, the assumption about the reference configuration is removed. We show that, in the context
of parameter identification, the unknown reference configuration can be represented locally by a metric
tensor, and the components of which can be identified together with the wall elastic properties from
pointwise stress strain data extracted from the inflation motion.

Key Words: Cerebral aneurysms, tissue property, in vivo identification, inverse elastostatics.

1 INTRODUCTION

Cerebral aneurysms are focal dilatations of the intracranial arterial wall, whose rupture is believed to
be caused by the pressure induced wall stress. Although the stress-strain property is fundamental to
the understanding of the mechanical behavior and natural history of these lesions, currently there is no
effective method for extracting patient-specific wall properties. Recently, the present authors proposed
a method to identify the heterogeneous anisotropic nonlinear elastic properties of cerebral aneurysm
sac in its intact state [1]. The method builds on the idea of pointwise identification [2] and utilizes
organ-level inflation data as the input. The stress in an inflated state is computed using the finite el-
ement inverse elastostatics methods without invoking the material property in question. The material
parameters are characterized directly from pointwise stress-strain data. The method opens a pathway for
developing in vivo identification technologies based on recorded physiological surface motion. How-
ever, at present the method assumes a known stress-free reference configuration. This assumption is
reasonable for in vitro experiments as one can use a slightly inflated state to approximate the stress-free
configuration. To be the basis of in vivo identification, this assumption must be eliminated because the
stress-free configuration is not known from in vivo images. Information about the stress-free configu-
ration is not essential for stress analysis, but is indispensable for parameter identification because the
strain data depend directly on the choice of reference configuration.
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2 MATERIAL MODEL

2.1 Local stress-free configuration

Thin membranes typically collapse when unloaded. They can have multiple stress-free configurations
which may not attain a smooth convex shape. To develop a theoretical framework suitable for parame-
ter identification, it is imperative to have a constitutive description that permits a stressed configuration
to be used as the reference. This can be achieved using the concept of local stress-free configuration,
which associates each infinitesimal material element with a stress-free configuration that can be reached
independently of the surrounding material. The stress-free state of the material body is a virtual config-
uration comprised of the union of the local configurations. The energy function at each material point is
characterized with respect to the local stress-free state, whereas the deformation is measured relative to
the chosen reference configuration. The notion of local configuration was initially proposed by Noll [3]
and was later adapted in various forms to describe material inhomogeneity, plasticity, residual stress,
initial strain, and so on.

If we let K—! denote the local deformation that elastically releases the stress in an infinitesimal surface
element and brings the material element to a local stress-free configuration. The local deformation
is measured relative to a chosen reference configuration which is not necessarily stress-free. A line
element dX in the reference configuration will have a released length

ds? = K 1dX - K 'dX = dX - (K" TK 1)dX.
Therefore it makes sense to introduce the metric tensor
=K TK!

to describe the local stress-free geometry of the material element. Note that & is a tensor living on
the reference configuration. During a normal deformation, the tangent tensor to be used in the con-
stitutive equation is FK where F is the regular deformation gradient relative to the chosen reference
configuration. Therefore, the (surface) Green-Lagrangian deformation tensor that enters a hyperelastic
constitutive equation is

C=K'F'FK.

The principal invariants of C are I} = tr (K'FTFK), I, = det(K”FTFK). If we further introduce
a convected coordinate system which bears the bases (G, G2) in the reference configuration, let the
components of & relative to these bases be &3, and introduce the convected current bases g, = FG,,
then,

_ det[gag]

I = go3®®, I, = .
1= Jab 27 det[®ag)

(M

2.2  Wall tissue energy function

We assume that the cerebral aneurysm wall is composed of a random elastin network, reinforced by
two families of orthogonal collagen fibers. An anisotropic structural strain energy function proposed
by Holzapfel et al. [4] is used to model the elastic behavior of the cerebral aneurysm sac. The strain
energy function takes the form

w:kl(fl—zlogJ—2)+Z%{exp[a(fi—lﬂ—l}, @)

i=4,6
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where k; (i = 1,4, 6) are 2D elastic stiffness parameters having the dimension of force per unit length
and a is a dimensionless material constant. In the energy function, I is the first principal invariant in-
troduced above, .J = /I, and I, and I are square stretches of line elements in the two fiber directions.
With the notations introduced above, the last two invariants are written as

_ MoasNy  p_ NSgagNy

I4 = 3 6 — 3"
NG, 5N, N§ 5N

3)

Here N7 is the component of fiber tangents in the convected system. It is clear that the stress de-
pends on the material parameters (k1, k4, kg, a), the deformation gradient F', and the three components
(B11, Bao, B19) of the local metric tensor. In the proposed method, the material parameters and the
metric tensor will be treated as unknown model parameters. They will be identified pointwise from
local stress-strain data acquired independently from stress analysis and surface measurement.

3 NUMERICAL EXPERIMENT

A virtual (numerical) test is conducted to verify the feasibility of the proposed method. A three-
dimensional model of a patient-specific cerebral aneurysm is adopted from a separate study. The ma-
terial property of the cerebral aneurysm is assumed to be heterogeneous; the elastic stiffness decreases
linearly with respect to the height from the neck. The two fiber directions in one of the deformed state
are assumed to be known. Within the proposed mathematical framework, this means that the compo-
nents N, I = 1,2; o = 1,2 are specified. The unknown model parameters are therefore the material
constants and the components of the metric tensor. The numerical experiment consists of the following
steps:

1. Perform (forward) finite element analyses on the aneurysm sac to generate 15 deformed configu-
rations under different pressure levels;

2. In each of the deformed configurations, perform inverse stress analysis to determine the stress
distribution;

3. Select the first deformed configuration (the one under the lowest pressure) to be the (stressed) ref-
erence, compute the deformation gradients relative to this configuration. Compute the geometric
quantities g,g and N¢ gaﬁN? ;

4. Use the acquired stress-strain data, identify the local model parameters using nonlinear regres-
sion. The objective function used in this step is

N
2= |V~ V|2
i=1

where, (Vo and (V)& are the modeled and experimental stresses in the ith deformed configuration,
and N = 15 is the total number of deformed states. The parameter a is not identified because the
membrane stress is extremely insensitive to this parameter.

Figure 1 shows the distribution of the identified parameters k;. Qualitatively judged from the figure,
the prescribed linear variation of elastic parameters over the height was recovered, except for the region
where the stress determination was not accurate enough, i.e., near the clamped boundary and at the
fundus. Figure 2 shows the identification error between the identified parameters and the realistic ones

x 100%, (i = 1,4,6), where

computed at each nodal point according to Error(k;) = ’ <kz — /~ci> / k;
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k; and k; are identified and realistic elastic parameters, respectively. The identification error is less than

15%, 5% and 9% for k1, k4 and kg, respectively, in the bulk region of the aneurysm sac which is in blue
in Figure 2.

4 CONCLUSIONS

We proposed a novel non-destructive method for the identification of anisotropic heterogeneous proper-
ties in cerebral aneurysms without knowing the stress-free configuration. We discussed the theoretical
underpins and demonstrated the method using a numerical experiment. A noteworthy attribute of the
method is that, the unknown stress-free configuration is locally represented by three parameters, and
these parameters are identified together with material parameters pointwise from local stress-strain
data, without solving coupled large-scale optimization problem. The numerical experiment clearly
highlighted the feasibility and effectiveness of the method.
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Figure 1: Distribution of the identified elastic parameters: (a) k1, (b) k4, (¢) k¢.
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ABSTRACT

In this work we introduce a procedure for the estimation of model parameters in systems involving
the mechanical interaction of a viscous incompressible fluid and an elastic structure. For the joint state-
parameter estimation we consider a sequential approach, inspired by filtering strategies recently reported
in the literature, assuming only measured wall displacements. The proposed approach is illustrated
numerically through an example inspired from vascular biomechanics.

Key Words: fluid-structure interaction, data assimilation, particle filtering, medical imaging.

1 INTRODUCTION

During the last decade, the numerical modeling of three-dimensional blood flow in compliant arteries has
become a very active field of research (see e.g. [5] and the references therein). Examples of applications
include disease research, where fluid mechanical conditions are correlated to atherosclerosis regions (see
e.g. [14]), and endo-vascular devices design, in which the impact of the device on blood hemodynamics
is numerically modeled (see e.g. [7, 4]).

In this work, the numerical model is exploited within a data assimilation purpose. In other words, we
address the estimation of uncertain physical parameters involved in the fluid-structure bio-mechanical
model, from a set of available (non-invasive) measurements of the system. This methodology could be
used, for instance, as a diagnosis tool where estimation of the wall compliance allows to asses the risk
and location of atherosclerosis disease (see e.g. [13]).

Typically, data assimilation of distributed mechanical systems is performed within a variational approach
(see e.g. [1]) that is, by minimizing a least square criterion which balances observation error and regular-
ization. One of the main difficulties related to this approach lies in the iterative evaluation of the criterion
and its gradient - typically adjoint-based - which requires a high computational effort. Somehow this ex-
plains the fact that, to the authors best knowledge, data assimilation of three-dimensional fluid-structure
systems has not yet been addressed in the literature. The existing approaches are exclusively based on
the usage of simplified models (see e.g. [8]).
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In this work we consider another family of methods to perform data assimilation, the so-called sequential
approachs (e.g., Kalman filtering). Here, the model prediction for a next time is improved by means of
the statistical information from observations and model output [2]. Even though, classical Kalman
filtering is not tractable for distributed systems, some effective sequential procedures for mechanical
systems were introduced recently in [11, 12, 10]. They are based on the construction of physics-specific
Luenberger observers [9] to perform the estimation of the model trajectory. This allows also to reduced
the uncertainty space to the parameters - which are typically much less than the degrees of freedom of the
state. Therefore, we can use the reduced version [10] of the so-called Unscented Kalman Filter (UKF)
[6] for the joint-state parameter estimation, that avoids the computation of tangent operators. Moreover,
the total computational effort of the estimation is practically the same of one direct simulation because
of the parallel feature of the particles propagation.

Finally, we perform the estimation of the compliance distribution in a vessel from displacement mea-
surements of the fluid-structure interface.

2 PROBLEM SETTING

2.1 The direct problem

Mathematical formulation We consider the mechanical interaction between a fluid and a surrounding
structure. The fluid is described by the incompressible Navier-Stokes equations (within an arbitray
Lagrangian-Eulerain formulation), and the structure by the non-linear elastodynamic equations (see e.g.
[5, Chapter 3]).

Discretization For the space discretization of the coupled PDE’s system, we consider for instance
finite elements for both the fluid and the structure and assume (without loss of generality) that the fluid
and solid discretizations match at the interface. The resulting semi-discretized formulation can be written
as a (coupled) dynamical system of the type BX = A(X) + R, where the state X contains the degrees
of freedom of the solid displacement and velocity, and the fluid velocity and pressure. Next, after the
discretization in time, the problem can be written in the form X, 11 = Fj41,(X,), where Fj, 1 5 is
usually called evolution operator.

2.2 The inverse problem

State estimation Our goal is to find an estimation X of the real state X by means of some set of
observations of the real system Z = Z(X) (usually noised), in such a way that the error || X — X||
tends to zero rapidly. For this purpose, we use a convenient sequential procedures recently reported in
[11, 12, 10], based on the construction of physics-specific Luenberger observers. Hence, the dynamical

system for the estimator can be written as BX = A(X) + R + K(Z, X), where the observer K (Z, X)
is proportional to the error between the estimate and the observations.

In the case of displacement measurements obtained from medical imaging, the observations that can be
extracted are essentially contours. Then, the observation error is proportional to the distance of each
node of the structure mesh to the discrete surface obtained after segmentation of the images. Therefore,
the feedback K (Z, X ) is only introduced in the structure solver, modifying the equation of compatibil-
ity between velocities and the displacements derivative [12]. It can be shown, under some reasonable
conditions, that this is actually enough to control the error of the entire fluid-structure system || X — X|.
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Joint state-parameter estimation Generally, one would like to estimate additionally some parameters
of the model that we call 6. In Kalman filtering approaches, the extension of the estimation process is
formally simple and consists in augmenting the dynamical system with an equation for 0. Then, we can
write the sequentlal state-parameter estimator, in an abstract way, as Xn+1 = Fn+1 n(Hn, Xn, Z,K)
and 0n+1 = Gn+17n(0n, Xn, Z). In[11, 10], a convenient method to estimate both state and parameters
together taking advantage of the Luenberger-type filtering mentioned above is reported. This procedure
corresponds to a reduced-order version of the UKF, in the sense that the uncertainty space is reduced to
the parameters because of the existence of the Luenberger observer in Fnﬂm. Then, it allows to limit the
computation of the covariance to the parametric space whose dimension is typically much more coarser.
Moreover, the UKF method involves only the computation of a very reduced number of particles, that
approaches the estimated mean and covariances up to the second order, without the computation of any
tangent - or parametric sensitivity - operator.

2.3 Numerical example

As a preliminary example, we illustrate here some features of the proposed approach in the linear case
(Stokes-linear elasticity coupling). We estimate the compliance distribution of straight vessel under the
effect of a fluid pressure wave propagating along the tube. The vessel has a length of L = 5¢m and a
radius of R = 0.5 cm. The thickness of the wall is ¢ = 0.1 ¢cm. The vessel is divided into five sections
along the longitudinal axis, each one with a Young’s modulus of £ = 3 x 10° Pa, except the third in
which E = 4 x 10° Pa. The fluid and the structure are initially at rest and an over pressure of 1333 Pa is
imposed, between the inlet and outlet boundaries, during 5 x 10~ seconds. The fluid and solid equations
have been discretized using the explicit staggered scheme reported in [3].
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Figure 1: Sequential estimation of the Young modulus distribution in a linear compliant vessel.

In the identification process, the uncertainty comes only from the initial guess of the five Young’s mod-
ulus, which are all set to 2.1 x 10° Pa. The wall displacements are measured, on the wall fluid-structure
interface, at each time step, the time step length being 10~ s. Figure 1 illustrates the evolution of the
estimated parameters, using 6 particles in the reduced UKF algorithm. We can observe that the Young’s
modulus distribution is recovered with the propagation of the pressure wave trough each section.
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3 CONCLUSIONS

A state-of-the-art scheme to perform sequential joint-state parameter estimation is applied to a fluid-
structure interaction problem. Preliminary 3D numerical examples inspired from vascular biomechanics
encourage to extend its application to more complex FSI problems and real clinical data.
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ABSTRACT

In this work are discussed mathematical and computational strategies related to the use of a multi-
mechanism model for cerebral arterial tissue, introduced by Wulandana and Robertson [1]. The multi-
mechanism model has been proposed to model the onset and early growth of cerebral aneurysms. A
cerebral aneurysm (also known as intracranial or intracerebral aneurysm) consists of an abnormal lo-
calized dilation of blood vessel in the brain, filled with blood. In particular in this work, we implement
the multi-mechanism model in a C++ Finite Element library, called LifeV. The characteristic of the
mathematical model is to involve a different treatment of each mechanism. The material is supposed
to be hyperelastic and homogeneous, as identified by a specific strain energy function. The material
models are the St. Venant Kirchhoff, the Neo-Hookean, and the exponential model, in the range of finite
deformations. In the literature it is a common practice to consider biological tissues as incompressible
materials. For our implementation, all materials are treated as weakly compressible by including a
penalty term in the strain energy functions. The formulated mechanical problem consists in solving the
linear momentum equation with suitable boundary conditions in a three dimensional framework. All
the numerical simulations were carried out using a real three dimensional geometry of a carotid artery
with a giant aneurysm obtained from clinical images.

Key Words: cerebral aneurysm, arterial wall deformation.

1 INTRODUCTION

The multi-mechanism model is based on the behavior of collagen and elastin, passive structural compo-
nents of the arterial wall. They enter the model a separate mechanisms with different material response
and unloaded reference configurations. In cerebral arteries, elastin is mostly located in a specific layer
of arterial wall, called internal elastic lamina (IEL), and early stage cerebral aneurysms are charac-
terized by the disruption of IEL. After elastin fragmentation, the mechanical behavior of the aneurysm
wall is only due to collagen, that is usually found in the adventitia layer of artery. The multi-mechanism
model is based on the assumption that under physiological stress, both elastin and collagen contribute
to load bearing, but after a certain level of deformation the elastin undergoes rupture and for further
stress only the collagen is able to contribute to load bearing. This theory is supported by the fact that
once elastin is gone, the body is not able to replace it, while it can always build new collagen fibers. The
behavior of elastin and collagen under stress determine the nonlinear and inelastic behavior of arterial
wall deformations.
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2 MAIN BODY

We assume to have two mechanisms and that each of them behaves as a single hyperelastic material. We
consider €2(t) the current configuration of the body and ¢ is the current time. 2, and €29 are respectively
the reference configurations of the first and second mechanism. The motion of the body with respect to
each mechanism reference configuration is described by the corresponding deformation gradients

Fi(X;,t) and Fy(Xo,t —t2), (1)

where t5 is the time at which the second mechanism is activated. A simple measure of the deformation
is a scalar invariant function of the first deformation gradient [1]:

s(t) = §(F1(Xq,1),%). 2

The scalar function s identifies when the collagen fibers are recruited and when the elastin breaks.

The strain energy function W per unit volume, in the reference configuration €2;, when only the first
mechanism is active reads
W(t) = Wi(F1(Xq,1)). 3)

During the motion, we assume that the collagen recruitment is dictated by the value s, = s(t2) of the
scalar function (2). Note that it is assumed that all the collagen fibers are recruited simultaneously at
some points x. As the body continues to deform, corresponding to increased values of s > s,, both
mechanisms are active and contribute the load bearing. We can relate the deformation gradients of the
two mechanisms by the relation

Fo(Xo,t —to) = F1(Xq, ) FT (X4, ta). (4)
The computation of their determinants gives
Jg(t — tg) = det(FQ(Xg,t — tg)), and J; (t) = det(Fl(Xl, t), (5)
so that
Jot —ta) = Ji(t) Ji(ta) ™! (6)
where Jq (tg)*1 is related to the reference configuration 25 and it is a known constant value.
After the collagen recruitment, when s > s, the strain energy function associated to the hyperelastic
material has contribution from both mechanisms

W(t) = Wia(F1(X1,t), Fo(Xo, t — t2)). @)

When a second critical value s; of the scalar function s is reached, the elastin breaks (deactivation of
the first mechanism). Also for the breakage of elastin, if the phenomenon happens at different time and
positions, the scalar value s; will be a function of time and position too. For further deformations, that
correspond to the scalar values s > s; the elastin is no more contributing, and so only the collagen
fibers are load bearing. Now the strain energy function per unit volume with respect to {25 depends only
on Fo(Xo,t —t9) as

W(t) = Wa(Fo(Xa,t —t2)). (8)

The last assumption that is needed to derive the full model is that the two mechanisms are independent
and do not interact between them, so that the strain energy function when both elastin and collagen are
active is

Wi =Wy + Wy )

We observe that we can simply sum the contributions of the two mechanism in the current configuration.
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To avoid the problem of having the configuration as another unknown we need to reformulate the
model with respect to only one fixed reference configuration. There is not a specific reason to prefer the
configuration €2; or {22. In this description we choose €2;. Now, we have to compute the total energy
in the reference configuration 2. The total energy as sum of the contributions of the two mechanisms
reads

Utot:/ Wldﬂl—l-/ Jg_l(t—tQ)Jl(t)ngﬂl :/ Wldﬂl—l-/ Jl(tQ)WQdQl (10)
191 1931 951 931

where we substituted equation (6) in the previous expression.

Now,we can get rid of the integrals since all of them are referred to the volume occupied by the body in
the reference configuration €2;. If we define now W, the total strain energy function per unite volume
in €21, such that when both mechanism are active, we have

Wiot = W1 + J1(t2)Wa, (11)
finally we can express the contribution of the two mechanisms in the reference configuration €2 as
oW, for 0 < s < s,
Wit = ¢ OW1 + Ji(t2)Wa for s, <5 < s (12)
J1(t2)Wo for s > s

where 6 is a scalar parameter that takes into account the deactivation of the first mechanism. In partic-
ular when the first mechanism is still active, 6 = 1, after the elastin breakage 6 = 0.

In order to treat the materials as weakly compressible, we employ the multiplicative decomposition of
both deformation gradients [2]

Fl = Flfl and Fg = FQFQ (13)

where F'; and F'; take into account the change in volume of the body during the motion and F; and F»
are referred to an isochoric motion. For both mechanisms, the following definition holds:

F,=J 3F; and F,=J31, fori=12 (14)

With such decomposition, the correspondent strain energy function of each mechanism, decomposes
in an additive way. Wy, and Wo,, take into account the changes in volume of the body during the
motion, while Wy;s, and Wo;,, represent the incompressible contributions [3]. In this framework, the
energy of the double-mechanism model (12) becomes

H(Wh)ol + Wliso) for 0 <s < Sa
Wiot = H(leol + Wliso) + Ji (tQ)(W2vol + WQiso) for s, <s < Sp (15)
J1(t2) Wavor + Waiso) for s > s

The first Piola-Kirchhoff stress tensor, for the multi-mechanism model, that we use in the balance of
linear momentum written in the reference configuration €2; reads

0(P1vor + Piiso) for 0 < s < s,
P = Q(Plvol + Pliso) + Jl(t2)(P2vol + P2iso) for s, <s < s (16)
J1(t2)(P2yor + P2iso) for s > s

In order to compute the first Piola-Kirchhoff stress tensor in equation (16), we can use different material
models for each mechanism, namely

Neo-Hookean: Wis,(C) = 5(Ic — 3);
Exponential: Wi, (C) = %(ev(lc—@ —1);

Volumetric part: Woo(J) = £((J — 1)2 + (InJ)?).
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Figure 1: Segment of internal carotid artery with a giant aneurysm obtained by clinical data.

3 CONCLUSIONS

Numerical simulations are first carried out with a cylindrical geometry, with circular cross section. In
those simple cases, we are able to match the numerical solutions with the analytic solution of the inflat-
ing problem, computed with the assumption of incompressibility of the structure. The next numerical
simulations correspond to the inflation of the geometry in Figure 1, obtained from clinical data (cour-
tesy of the ANEURISK project). The mesh is composed by 266873 tetrahedra. We are able to compare
the mechanical behavior of the nonlinear constitutive models implemented.

These models are stable in the case of one mechanism model, while they show a parameter dependence
and a mesh dependence within the two mechanism model. The current work in progress is the testing of
the code with the nonlinear constitutive models implemented in the two mechanism model framework.
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ABSTRACT

The arterial wall is built by several constituents that contribute in different ways to the structural properties
and functions of the vessel. The structural protein elastin, in particular, endows large arteries with unique
biological functionality and mechanical integrity; hence its disorganization, fragmentation, or degradation
can have important consequences on the progression and treatment of vascular diseases. There is, therefore,
a need in arterial mechanics to move from materially uniform, phenomenological, constitutive relations for
the wall to those that account for separate contributions of the primary structural constituents. In this study,
we employ a constrained mixture model of the arterial wall and show that prestretched elastin contributes
significantly to both the retraction of arteries that is observed upon transaction and the opening angle that
follows the introduction of a radial cut. We also show that the transmural distributions of elastin and
collagen, compressive stiffness of collagen, and smooth muscle tone play complementary roles. Axial
prestretch and residual stresses in arteries contribute to the homeostatic state of stress in vivo as well as
adaptations to perturbed loads, disease, or injury. Understanding better the development of and changes in
wall stress due to individual extracellular matrix constituents thus promises to provide considerable
clinically important insight into arterial health and disease.

Key Words: Vascular development, Elastin, Aging, Marfan syndrome, Opening angle, Residual stress.

1. INTRODUCTION

Several experimental evidences, starting from the 1960s, reveal that arteries retract when transected, thus
suggesting the existence of an axial prestretch that defines the favorable length in vivo. Dobrin and
colleagues [1] in 1975 showed that that this axial prestretch increases nearly linearly with age during
postnatal development and suggested that it can be “attributed to stretching of the vessels by growth and to
changes in connective tissue composition.” Subsequent studies demonstrated that nearly all axial prestretch
in healthy arteries is due to the presence of intramural elastin, not collagen.

Findings in the 1960s revealed further that stress exists in an artery even when there is no intramural
pressure. Later studies confirmed the existence of residual stresses in arteries, which appear to arise from
non-uniform growth and remodeling processes during development [2], they can change in response to
disease or injury in maturity, and furthermore depend primarily on intramural elastin, not collagen or
smooth muscle. Zeller and Skalak in 1998 [3] suggested that the net residual stresses in an excised artery
likely depend on different residual stresses within individual constituents, with elastin having a residual
tension and collagen a residual compression. Indeed, this suggestion is consistent with current thinking that
elastin is deposited during the perinatal period and its half-life is normally on the order of the lifespan of
the organism, thus causing it to undergo extensive elastic deformations during normal biological growth.
On the other hand, collagen turns over continuously and is likely deposited at a preferred deposition stretch
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independent of the current state of the artery in maturity [4], thus yielding a more modest collagen
prestretch.

The existence of residual stress in an excised arterial segment, revealed for example by the opening angle
that follows the introduction of a radial cut, suggests a net compressive stress in the inner wall and a net
tensile stress in the outer wall, which is captured easily by both standard stress analyses [5] and
computational models of arterial growth [6]. Such models are based on materially uniform,
phenomenological, constitutive relations, however, and thus have not been capable of assessing the
potential roles of individual constituents or how they are formed or reorganized during development or
maturity. The goal of this study, therefore, is to employ a recently proposed materially non-uniform,
structurally motivated, constrained mixture model of the arterial wall to study the means by which elastin
plays such an important role in the development of axial prestress and residual stress in the normal arterial
wall. We submit further that the constrained mixture model employed herein can be used to build residual
stresses into patient-specific computational models without the need to define clinically unattainable
spatially and temporally changing opened configurations, a feature that could be particularly advantageous
in modeling complex arterial geometries and diseased states.

2. METHOD

elastin

collagen

muscle

Figure 1: Schema of the constrained mixture model of an arterial segment consisting of elastin, multiple families of
collagen fibers, and circumferentially oriented smooth muscle.

Following the semi-inverse approach of finite elasticity, we prescribe the kinematics for an idealized
axisymmetric artery via two successive motions: mappings of material points from a physiologically-
relevant in vivo configuration §, = £, (with coordinates r,0,z) to an intact but traction-free excised
configuration f, (with coordinates p,$,¢ ) and finally to a nearly stress-free, radially-cut configuration
B, (R,0,Z) (see Figure 1). The deformation gradients for these motions are
. 1 . R (m—®y)R 1
F, = diag a—p,ﬁ,— , F, =diag a—,@,— , (1)
o r A op o A
with @, and A the residual stress related opening angle and axial stretch, respectively, and A the
additional axial stretch related primarily to the in vivo “prestretch”. The total deformation gradient is thus
computed via F = F,F, and incompressibility is assumed to hold during transient motions, but not overall
growth and remodeling, hence detF =1 herein. The Cauchy stress t (associated with F=F , or F=F,F)

can be computed via
divt =0, t:—pl+ﬂFT+t“‘, )
oF
where p is a Lagrange multiplier that enforces incompressibility, W is the net strain energy function for the
passive behavior of the wall, and t** accounts for smooth muscle activity. Consistent with [7] we employ a
rule-of-mixtures constitutive relation for the passive response, namely



W =¢ W (F)+ 2 ¢+ W (A7), (€)

where ¢" are mass fractions for each structurally significant constituent and ' are individual strain
energy functions (i=e for amorphous elastin, i=1,2,3,4 for four oriented families of collagen fibers, and i=m
for circumferentially oriented passive smooth muscle). Moreover, F¢, AX, and A" represent the elastin
deformation gradient, collagen fiber stretch, and smooth muscle stretch, respectively. These quantities are
defined with respect to individual stress-free configurations (see Figure 1) and this aspect represents one of
the most important features of the present model.

Equilibrium of the in vivo configuration f, requires

, d .
[t - t )Y -pP, 2 [ tordr = 1, (4)
5 r i

where 7, and r, denote intimal and adventitial radii in f, (associated with the deformation F =1) and P
and f are the in vivo luminal pressure and axial force, respectively. To ensure radial equilibrium at the
prescribed in vivo luminal pressure, equation (4); was solved for the adventitial radius r, ; equation (4),
gives for the in vivo axial force. In this way, the material parameters, intimal radius, and luminal pressure
were kept the same in all the simulations regardless of the assumed distributions of constituent prestretches
and mass fractions (with slight variations in outer radius maintaining radial equilibrium). Equilibrium of the
unloaded configuration [, similarly requires

Pq d P
fp, (tl‘)'l‘) - tpp)jp = 09 JTU,- IZQ‘ pdp = 0 (5)

where p, and p, denote intimal and adventitial radii in S, (associated with the deformation F =F,).
Equations (5) can be solved to determine the inner radius p, and the net in vivo axial prestretch A for

prescribed material properties and distributions of constituent prestretches and mass fractions, with zero
transmural pressure and axial force. Finally equilibrium of the excised, radially-cut configuration 3, can

be satisfied via (cf. Taber and Humphrey in [6])
R, dR R, R,
fR’ (oo — tRR)7 =0, le t,,RdR =0, fR’ tooRAR =0, (6)

where R and R, denote intimal and adventitial radii in f, (associated with the deformation F = F,F)).

Note that the additional global equilibrium equation (6); enforces zero applied moments on the radially-cut
section. The three global equations can be solved for the inner radius R, , the net in vivo axial

prestretch EA, given A from above, and the residual stress related opening angle O,, all for the prescribed

material properties and distributions of constituent prestretches and mass fractions, again with zero
transmural pressure and axial force.

Concerning the constitutive relations, coherently with [7], we assumed the amorphous elastin matrix to be
described by the neo-Hookean strain energy, collagen fibers and passive smooth muscle by a Fung-type
exponential behavior. In particular collagen was assumed to behave differently in compression and tension
in order to account for the potential buckling of the fibers and the bearing capability of proteoglycans in
compression. Also the active muscular stress t*' was modeled according to [7].

3. RESULTS

Several simulations were performed using constituents mass fractions typical of human basilar arteries, one
of the primary arteries that supplies blood to the brain, assuming different hypothesis on the transmural
distribution of the constituents and their prestretch. Numerical results herein support the hypothesis that
elastin is cross-linked soon after deposition in development hence outer layers of elastin likely experience
less circumferential prestretch in maturity than do the inner layers. Results showing up to a 30% reduction
in the opening angle OO with loss of elastin in the basilar artery, are consistent qualitatively with
experimental and theoretical results (see [7] and references therein). For small radial gradients in elastin
prestretch, computed residual stresses in the intact unloaded configuration were qualitatively comparable to
those reported in [6] where phenomenological constitutive relations were employed. The predicted axial
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retraction from the intact, unloaded configuration to the radially-cut, unloaded configuration was about 1%,
consistent with a reinterpretation of the Chuong and Fung data. The present results also confirm those in [6]
that the radially-cut, unloaded configuration is completely stress-free only if the material is homogeneous;
for non-uniform distributions, the radially-cut configuration was still residually stressed and the rings
obtained by the introduction of a circumferential cut manifested different opening angles, with the inner
ring opening more than the outer one, according to experimental evidences. Moreover, we showed that a
distribution of elastin prestretches that decreases from the intima to the adventitia helps render the in vivo
distribution of stress more uniform through the thickness for all values of physiological pressure during the
cardiac cycle, perhaps enhancing the performance of the artery as a load-bearing thick-walled structure as
well as its mechanobiological responses. Consistent with experimental findings, our results suggest that the
compressive mechanical behavior of proteoglycan-supported collagen plays a particularly important role in
determining the unloaded length of the artery: the in vivo axial prestretch A decreased and became
dramatically less sensitive to the transmural distribution of elastin prestretch when the collagen was stiffer
in compression. Moreover, the sensitivity of the opening angle to the distribution of elastin prestretches
decreased with increases in the compressive stiffness of collagen. When muscle activity was included in the
unloaded, radially-cut configuration, the model predicted changes with increases of constrictor
concentration in qualitative agreement with experimental results reported in the literature. Finally, the
simulations showed that a gradual, age-related reversal of radial gradients in elastin and collagen (cf., for
example, [8]) could explain, in part, the observed increases in opening angle with age.

Based on the present results, we submit that axial prestresses and residual stresses arise in arteries largely
due to the deposition of remarkably stable, highly elastic, elastin during development and the continual
turnover of collagen and smooth muscle at consistent, preferred stretches within an important ground
substance matrix. That is, residual stresses arise due to the different natural configurations of individual
constituents, and they can be influenced greatly by transmural gradients therein as well as changes in the
relative mass fractions and degrees of cross-linking. Our results, based on a simple constrained mixture
model, qualitatively recover most of the accepted observations in the literature and thereby provide further
motivation to formulate mixture models of arterial growth and remodeling in diverse cases important to
studies of clinical and basic science. Moreover, because residual stresses arise naturally using this
constrained mixture model, such constitutive relations promise to simplify the inclusion of residual stresses,
and their changes with disease, within finite element models of complex arterial geometries without
needing to define evolving opened-up configurations at each axial position, the residual stress field itself, or
the existence of a homeostatic in vivo stress.
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ABSTRACT

Polymeric matrices are widely used in medical devices to store a drug and release it at a prescribed
rate. We investigate the drug release from polymeric matrix systems into the arterial tissue using a
two dimensional numerical model. The main phenomena taken into account are the dissolution and
diffusion of the drug inside the material and the erosion of the matrix. A mathematical model of the
drug dissolution and release processes in the erodible matrix has been formulated in terms of two
coupled nonlinear partial differential equations in a moving domain. In the tissue another system of
equations describes diffusion, convection due to plasma filtration and reversible biochemical binding.
Suitable interface condition have been devised to couple the two models and thus describe the whole
release process. Numerical investigations applied to drug eluting stents show the impact on the release
profile of the different phenomena involved as well as the influence of the characteristics of the drug
and of the polymeric material.

Key Words: controlled drug delivery, drug dissolution, polymer erosion, drug eluting stent.

1 INTRODUCTION

When modeling the complete process of drug elution, from a drug eluting stent (DES) into arterial
wall we need to describe phenomena that take place on different scales in space and time. DES for
cardiovascular applications are miniaturized metal structures which are coated with a polymeric micro-
layer whose thickness generally lays within the range of microns. As regards the time scales, the
release of drug into the tissue persists until a few weeks after the stent implantation. While, the local
phenomena that influence drug release take place inside the coating within much shorter time scales,
typically minutes or even seconds. Usually, deterministic models are used to describe the phenomena
both at the macroscale, identified with the tissue level [8], and at the mesoscale identified with the
coating [3].

In this work we focus on mathematical and numerical models which allow to study some of the param-
eters responsible[2] of the efficacy of the therapeutic treatment. These elements are the characterization
of the drug and tissue properties and that of the drug delivery system. To better understand the mecha-
nisms involved in the drug release mechanism, one has to focus on the structure of the device. In one
possible configuration, the drug is uniformly distributed throughout the polymer matrix giving a mono-
lithic devices, [5], such as microspheres, slabs or beads. Initially, the release is controlled by desorption
of the drug from the device surface, followed by drug diffusion through porous channels. Afterwards,
it is governed by dissolution, diffusion and in the case of a biodegradable material by the mass loss
of the matrix that can contain residual drug. Depending on which of the phenomena prevails the drug
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Figure 1: Detail of a stented artery and of the associated two dimensional discrete model.

release could be diffusion/dissolution controlled, or erosion controlled. When erosion is faster than
drug diffusion, drug release is erosion controlled. In this case a part from the classical physical mass
transport processes chemical reaction due to degradation of the polymeric chains (due to hydrolysis)
occurs. There are two main patterns of erosion. Erosion can take place throughout the whole matrix,
this case is referred as homogeneous or bulk erosion, or can be restricted to the device surface [4]. The
latter process is named heterogeneous or surface erosion and is the one we consider.

In fact, the surface erosion is considered as the preferable erosion mechanism in medical devices, be-
cause it is highly reproducible, and the degradation rate of the material can be manipulated by just
changing the surface contact area with the surrounding solvent.

2 Mathematical modeling of drug release

The dissolution is the physical process for with a solid element dissolves in the surrounding solution. In
our work we refers to the dissolution as the process that transform the solid drug contained in the matrix
into its dissolved state inside the porous network of the polymer that can flow out by diffusion. The basic
step of the dissolution is the reaction that takes place at the liquid-solid interface. The mathematical
model that we use to describe the dissolution/diffusion in a two dimensional rectangular slab, €2, is
a based on a reformulation of the Noyes-Whitney equation that found as the governing force of the
dissolution is the difference between the solubility ¢, and the dissolved concentration of the drug inside
the matrix. The system of equation, as proposed in [3] reads:

% = V(D.Ve) + kqs?(cs — ¢), in Qe

) (D
95 g 2/3(e i

Y kqs?°(cs — c), in Q.,

where ¢, and s are the dissolved and solid drug inside the domain, & is the dissolution rate constant
(1/sec) and D, is the diffusion coefficient. The system of equations will be solved with suitable bound-
ary condition to describe the release in the tissue. The model (1) is then extended to consider the erosion
process. We assume that matrix boundaries in contact with the solution erode following a linear law, as
experimental trials show for a large class of polymer. The model is equivalent to (1) but reformulated
on a moving domain Q.(t) = (0, L(t)) x (0, H), where the length of the slab changes according to
experimental laws. The mass transport in the tissue, modelled as an homogeneous porous media, is
described by means of an advection diffusion reaction system of equations . In agreement with exper-
imental evidences [1] diffusion and convection are in competition in the distribution of the drug inside
the wall. The velocity of the plasma filtration uy, due to the pressure gradient between the lumen and
the adventitia, is computed by means of Darcy’s law [7]. Moreover the ability of the drug to bind
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reversibly with specific sites [6] is considered. Under these assumptions we have:

(69(; +u,Va— DyAa = —kjab+ ka(b0 — b), in €y,
(2
% = —kiab + k‘Q(bO — b), in £,

where €0, (t) is a section of the arterial wall as shown in figure 2. The drug inside the tissue assumes two
different states: the state where the drug is dissolved into the plasma permeating the interstices between
cells, whose volume averaged concentration is a(¢,x). The drug moves by convection and diffusion.
The state where the drug attaches reversibly to specific sites of the extra-cellular matrix of the tissue.
If we denote with b(¢,x) the density of the free binding sites in the tissue, with b0(x) their initial
concentration in the arterial, the volume averaged concentration of the bound drug is b0(x) — b(¢, x).
The system of equation (2) needs a suitable set of boundary and coupling conditions. We assume that
the mass drug transfer between the two domains takes place only through I" (as shown in Fig.2), where
we assume assume continuity of the flux and discontinuity of the concentrations if the topcoat (a layer
used to slow down the release process) is considered. Let summarize the boundary conditions:

a =0, on Iy,
da
B:— Dw% =0, on I0Q,\{I'yuUTl}, 3)
0
Ciancw —0, on 9Q\{T}.
and the coupling condition on T,
Oc c a da Oc
—-D.—=PFP. | — — , d Dy—=—-D.—, 4
on, <k‘c€c k:wew> an ony, on, “)

The first equation of (4), takes into account for the topcoat presence, otherwise, the continuity of the dis-
solved concentration, ¢ = a is prescribed. As initial conditions we set, a(0,x) = 0, b(0,x) = b0, in Q,,
and ¢(0,x) =0, s(0,x) =1 in €. The complete problem (1), (2) and (3) is then extended to the case
of a biodegradable matrix and reformulated on moving domains €2.(¢) and €,(¢). In particular to
preserve the mass balance of the system and consider that both the phases can be released from the
matrix new coupling boundary condition are devised. Our numerical results let us describe the distri-
bution of both the drug phases, and to quantify the release dynamic in terms of mass stored in the stent
M. = [, ¢+ s dQ and that released in the tissue M, = [, (a + b0 —b) dS. The distribution of the
dose and the release pattern, two important parameters in the definition of the efficacy of the treatment
are analyzed in dependence of the nature of the drug (hydrophobic or hydrophilic) and the characteristic
of the polymeric matrix. Moreover, the effect of the matrix erosion is deeply investigated and the effect
of a dose dumping to an abrupt release of drug is analyzed.

3 CONCLUSIONS

From the analysis of important quantities such as the dose and the residence time it is found as the dis-
tribution of the drug inside the wall is not uniform and it is strongly influenced by the coating features
and the characterization of the tissue [7], [9]. Thus, improved models to describe the characteristics
of the tissue and the polymeric matrix have been studied. The ability of the drug to bind with spe-
cific binding sites with a reversible kinetic was considered. Inside the delivery material we consider a
dissolution-diffusion and erosion model. This model improved the simple one used in [7], [9], where
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Figure 2: Distribution of the dissolved concentration (left) and percentage of free binding sites (middle).
Percentage of release drug in the tissue against time in minutes (right). The release profiles have an
increasing value of the dissolution coefficient from right to left

it was assumed that the drug was completely dissolved in the matrix and the release was governed by
diffusion only. A sensitivity analysis highlighted those parameters that played an important role in the
definition of the release rate, the dissolution coefficient and the drug solubility. By using these parame-
ters, we had more control on the release process and its kinetics. The extension introduced to take into
account for the erosion was based on experimental evidences. We introduced some simplification, as
the linear degradation of the matrix and the hypothesis that the eroding front remains planar during the
erosion process. Even though the approach we used to define the boundary condition when describing
the release in the tissue from eroding matrices could be applied, and improved laws to describe the
eroding matrix could allow us to describe a wide class of situations.
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ABSTRACT

We consider three main difficulties in modelling blood flow in arteries: the pulse propagation phenom-
ena is captured by using a 3D fluid-structure interaction model; the shear-thinning behaviour of blood
is accounted throught a generalized Newtonian model; and the systemic circulation is considered by
means of reduced 1D models, coupled to the 3D FSI non-Newtonian one, acting as proper absorbing
boundary condition to the 3D model. The models and couplings are presented and analyzed, and com-
parative numerical results, between the Newtonian and non-Newtonian models, are presented in several
geometries.

Key Words: non-Newtonian fluids, fluid-structure interaction, 1D model, blood flow, pulse propaga-
tion, absorbing boundary condition.

1 INTRODUCTION

The human circulatory system is extremely complex and its modelling and simulation constitute a
very difficult and challenging task. Blood exhibits complex rheological characteristics such as shear-
thinning viscosity, viscoelasticity or yield stress [3], and non-Newtonian models should be considered.
Moreover, blood flow in arteries is characterized by travelling pressure waves due to the interaction
of blood with the vessel wall, and 3D fluid-structure interaction (FSI) models are required [1]. On
the other hand, the cardiovascular system is highly integrated and a whole hierarchy of models for
the simulation of blood flow in the vascular system has been developed, giving rise to the so-called
geometrical multiscale modelling of the cardiovascular system [4], which consists in coupling different
models operating at different space scales, 3D, 1D and OD, involving local and systemic dynamics.

Very little can be found in literature regarding 3D FSI models for blood using non-Newtonian fluids,
as well as the coupling of reduced blood flow models with 3D non-Newtonian ones. Here, we extend
the 3D FSI model to generalized Newtonian fluids, and perform the coupling between 3D generalized
Newtonian models with reduced 1D models, that can act as proper physiological absorbing boundary
condition. The energy estimate for the 3D FSI coupling, using a non-linear elastic structure model for
the vessel wall, as well as the energy estimate or the 3D FSI - 1D coupling in [1] are extended to the
generalized Newtonian case [2]. Several numerical results are presented, comparing the Newtonian and
non-Newtonian cases for different geometries.
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2 THE MATHEMATICAL MODELS

The 3D non-Newtonian fluid model. Let 2 C R3 be a bounded domain representing a portion of a
blood vessel at time ¢. The part of the boundary representing the wall is I'Y,, while the remaining parts
of the boundary are the so-called artificial boundaries [1]. We consider the fluid equations [3]:

p<8u+u-Vu>—diV0’(u,P) = 0, ith,VtEI,

ot )
divu = 0, in Qf, vt € 1,

where I =]0, 7] is the time interval and p = 1gem ™3 the density of blood. The unknowns are the

velocity u and the pressure P, while o (u, P) is the Cauchy stress tensor. For a generalized Newtonian

fluid we have o(u, P) = —PI + 2u(7)D(u), where D(u) is the strain rate tensor and (%) is the

dynamical viscosity, dependent on the shear rate § := y/3D(u) : D(u). For both mathematical and
physical reasons we will focus on bounded viscosity laws of the general type:

p(¥) = poo + (ko + proo) F'(), (2)

Where F'(-) is a continuous monotonic function such that limy_o F'(¥) = 1 and lims_, o F'(¥) = 0.
In the case of blood flow we are interested in desribing a shear-thinning behaviour, and therefore the
asymptotic viscosities verify po > poo > 0. For the Carreau-Yasuda generalized Newtonian model,
that describes a shear-thinning fluid [3], we have u(¥) = poo + (0 — foo) X (1 + ()r'y)“)%, with
A > 0, and n, a € R model constants to be estimated from experimental data. In the particular case of
a = 2 we obtain the Carreau model. System (1) is endowed with the initial condition u = ug.

The 3D structural model. We consider the 3D non-linear model of hyperelasticity [1,2]. The struc-
ture domain is bounded: ¥.* C R3. The structure equations are written in Lagrangian coordinates, i.e.
with respect to a reference configuration, chosen to be the domain at the initial time %

0 277 . . 0
pwﬁ—dlvo(P):O, inX",Vtel, 3)
where 7 is the displacement vector with respect to the reference configuration X°, p,, the wall density,
divy the divergence operator with respect to the Lagrangian coordinates and P = P(n) the first Piola-
Kirchhoff tensor (see [1]). We consider a St. Venant-Kirchhoff material [1,2], and endow equations (3)
with proper initial conditions.

The 3D fluid-structure interaction coupling. The FSI coupling occurs at the wall interface T,
through the matching conditions between the fluid and the solid [1,2]. These are the no-slip condition
u = 7,Vt € I,onT?, and the continuity of the stresses — (det Von) (o(u,p) + peiI) (Vo '1) -
ng = dfort €1 , on F?U, where pe,: 1S a given external pressure, d is the structure force per unit
reference surface area on '), Vg indicates the gradient with respect to the Lagrangian coordinates, and
ng is the outward unit vector to ', . We adopt the Arbitrary Lagrangian Eulerian (ALE) framework to

account for the deformation of the fluid domain, due to the interaction with the structure wall.

An energy decay property for this FSI non-Newtonian coupling has been demonstrated in [2], taking
into consideration that we are interested in a bounded viscosity of the type (2).
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The 1D hyperbolic model. One-dimensional (1D) models can be derived from the incompressible
Navier-Stokes equations coupled with a structure model for the vessel wall, by making some simpli-
fying assumptions and integrating over the cross section of the artery (see [1] and references therein).
Under these assumptions, and assuming a specific axial velocity profile, the 1D model for blood flow
in a cylindrical vessel is given by the following system:

04 0Q
AT =0,
z € (a,b),t e, 4)
0Q 0 (0@ Adp Q
ot +62< A >+paz = “2mla+2)y,

Here (b — a) is the vessel length, z denotes the axial direction, « is the momentum flux correction
coefficient, v is the fluid dynamic viscosity and p is the fluid density; «, v and p are assumed constant
and we take a = 1, corresponding to a flat velocity profile. The unknowns are the cross-section area
A, the flow rate () and the averaged pressure p. System (4) is closed by providing an algebraic relation
VA - /Ay VThoE

AO 1-— 1/2 '

linking pressure and area: (A; Ao, 5) = , with 3 =

The 3D FSI - 1D coupling. The prescription of boundary conditions on the 3D fluid artificial sec-
tions is done by coupling them with a 1D model, that can represent a network of the main arteries.
The coupling is performed imposing the continuity of the mean total pressure and of the fluxes at the
interfaces.

Using an iterative procedure to get the solution of the coupled problem, the 3D FSI model provides
pointwise information on the velocity, which is integrated to obtain the flow rate to be given to the 1D
model as a boundary condition on the interfacing point. In turn, the 1D model provides the mean total
pressure to be prescribed as boundary conditions at the artificial sections of the 3D model (see [4]).

With this choice for the coupling, following [1], and taking into account the energy estimate for the 3D
FSI non-Newtonian problem [2], an energy estimate for the 3D FSI - 1D coupling with a 3D generalized
Newtonian fluid can be straightforwardly derived.

3 NUMERICAL RESULTS

As a first numerical test we consider a shear-thinning Carreau fluid model with parameters chosen as in
[4], in a cylindrical geometry. At the inflow we take a pressure impulse of 10mmH g, and at the outflow
the 3D model is coupled with a 1D model. In Fig. 1 it can be seen that the 3D FSI - 1D coupling works
as expected, with the 1D model absorbing the pulse pressure wave, also for generalized Newtonian
fluids.

Secondly, we consider a curved tube (see Fig. 2), with the same pressure impulse at the inflow boundary
as before and compare the Carreau and Newtonian models. At outflow the 3D FSI model is again
coupled with a 1D tube. In Fig. 2 we compare the wall shear stress (WSS) for both cases, showing
qualitative and quantitative differences between them.

4 CONCLUSIONS

We have extended the 3D FSI - 1D coupling to generalized Newtonian fluids, demonstrating the cou-
plings work very well. An energy estimate for the 3D FSI coupling and its coupling with 1D model
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Figure 1: Comparison of the pressure distribution between the 3D FSI generalized Newtonian - 1D
coupling (right) and the equivalent 3D FSI generalized Newtonian model (left), at three different time
steps.
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Figure 2: Comparison of WSS distribution between the 3D FSI Newtonian - 1D coupling (left) and the
3D FSI generalized Newtonian - 1D coupling (right) at ¢t = 0.01s.

was obtained. From the results, significative differences are found between the Newtonian and non-
Newtonian models, which should be carefully studied and taken into account when performing blood
flow simulations. Work is on going to apply these models to real patient specific geometries and medical
data.

Acknowledgments. This work has been partially supported by the research center CEMAT/IST through
FCT’s funding program and by the project PTDC/MAT/68166/2006. A. Moura is funded by FCT through grant
SFRH/BPD/34273/2006.

REFERENCES

[1] L. Formaggia, A. Moura and F. Nobile. On the stability of the coupling of 3D and 1D fluid-
structure interaction models for blood flow simulations. Mathematical Modelling and Numer-
ical Analysis, 41(4), 743-769, 2007.

[2] J. Janela, A. Moura and A. Sequeira. A 3D fluid-structure interaction non-Newtonian model
for blood flow. 2009. Submitted.

[3] A.Robertson and A. Sequeira. Hemorheology. In: G. P. Galdi, R. Ranacher, A. Robertson and
S. Turek editors, Haemodynamical Flows: Modelling Analysis and Simulation, vol 37, 63-120.
Birkhauser, 2008.

[4] A. Sequeira, A. Moura and J. Janela. Towards a geometrical multiscale approach to non-

Newtonian blood flow simulations. In: Advances in Mathematical Fluid Dynamics. Springer,
Berlin and Heidelberg, 2009. In press.

58



1st International Conference on Mathematical and Computational Biomedical Engineering - CMBE2009
June 29 - July 1, 2009, Swansea, UK
P.Nithiarasu and R.Lohner (Eds.)

Massively Parallel Cardiac Computational Electrophysiology in
Anisotropic Media

R. Aris, G. Houzeaux and M. Vazquez
Barcelona Supercomputing Center, Campus Nord UPC, Barcelona, Spain, mariano.vazquez@bsc.es

Debora Gil, Jaume Garcia-Barnes
Computer Vision Center, Campus Bellaterra, Universitat Autonoma de Barcelona, Spain

ABSTRACT

This paper presents a multi-disciplinary joint work, focusing in the High Performance Computational
Mechanics aspect of a massively parallel cardiac computational electrophysiology model. It represents
an effort to put advanced computational tools in the hands of the research community, capable of
simulating efficiently and accurately this extremely complex problem.

Key Words: Cardiac Computational Electrophysiology, Parallelization, Fenton-Karma models, Finite
element methods

1 INTRODUCTION

The present work proposes a computational method for reaction-diffusion electro-physiological models,
subjected to the following two premises. Firstly, the model must be capable of running as fast as
possible in large-scale supercomputers allowing to solve either simple models very rapidly or Grand
Challenge ones in a reasonable amount of time. Secondly, the model must be flexible enough to be
used by Physiologists including all kind of models.

2 A Cardiac Computational Electrophysiology Model

During the past two decades, different modeling approaches have been developed for bridging the phys-
ical scales corresponding to the different levels of the heart structural description [5,6]. This process
is part of a concept called integrative biological modeling, which is currently an active research topic
that includes structural, functional and data integrations [7]. Currently, the most conspicuous ideas for
bridging scales correspond either to cellular automata or reaction-diffusion systems. The former are
based on two components: discrete network of cells representing the spatial structure, and a priori def-
inition of simple communication rules between cells in order to reproduce the propagation wave. The
latter are based on conservation laws and use systems of partial and ordinary differential equations to
describe the excitation and propagation process in cardiac tissue (excitable media). The present paper
is based on this second line of action, mainly relying in the models studied or proposed in works like
[8,9]. In this paper, we are not focused in the validity of the physiology of the models themselves, but
in their Computational Mechanics side.
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Figure 1: Hard scalability of Alya for the diffusion operator: speed-up vs. number of CPU cores.

2.1 Physiological models

In this paper, we follow the line of modeling the electrophysiology potential ¢(x;,t) problem using a
propagation equation through a macroscopic continuous media combined with a microscopic model,
which should be properly projected to the large scales. The basic form of the electrical activation
potentials ¢, propagation equation is':

0%a _ 0 < 0o

Ot N 81’1 K al’j

Greek subindices label the number of activation potentials involved. In this case we focus on mon-
odomain models, being o = 1. The diffusion term is governed by the diffusion tensor D;;. L(¢q)
is the non-linear operator corresponding to the cell model for the ionic current [;,,. The equation is
set in a fixed reference frame and D;; must describe the cable (i.e. cardiac tissue fibers) orientation
in the fixed reference frame. Then, D;; = C’i;l Dy Cy; where Cyy, is the base change matrix from
the local fiber-aligned reference frame (a;, c}, c?) (i.e. one axial vector and two crosswise ones) to the
global reference frame. Dj;° is the local diagonal diffusion matrix, whose diagonal components are
the axial and crosswise fiber diffusions. In this work, the activation potential model used is the of the

Fenton-Karma (FK) type [3,11] (see these references for a complete description of the models).

> + L(¢a)- ey

The differential equations are solved using a variational formulation together with a FEM-based spacial
discretization and a FD-based Euler time integration. A similar scheme was introduced in [12]. The
weak form is: find ¢ € V such that Vi) € VW which verifies

2/1/1<;5dV: &%nde—/ D
ot Q o0 Cm SU E?xj Q Cm
Spaces VW and V are the usual FEM trial and interpolation function spaces (see [13]). The simulation
domain is €2 and its boundary is 9€2. The first term on the right hand side is used to impose Neumann
boundary conditions, for instance when considering the effect of the media surrounding the simulation
domain. As a first approximation, we will set the fluxes on the boundaries to zero. No Dirichlet
conditions are directly imposed. The weak form Eq. (2) is discretized in space using the Finite Element
Method and in time with a trapezoidal rule allowing backwards or forward Euler and Crank-Nicholson
formulations. In this paper we explore the explicit scheme.

i Oy 0¢
J —r .
5 g, /Q Tion dV )

'Einstein convention on repeated indexes is used.
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2.2 Fibers

For many years, the ventricular myocardium was described as a continuum in which myocite fibers
orientation varied smoothly from the external side of ventricular wall (epicardium) to the internal side
(endocardium). The defenders of this idea have been interpreting positively experimental evidence
although one key issue remained obscure: “how”. How does a heart with this morphology contract to
achieve the pumping rate observed?

A second idea was left aside. It states that the cardiac ventricular tissue is configured as a helicoidal
band with two spiral turns. Since recent years, this model is being reconsidered, as new evidence
is gathered which solidly confirm it. The father of this theory, named Ventricular Myocardial Band
(VMB) concept is F. Torrent-Guasp [14]. One of the strong points of the VMB concept is that, as cited
in [15]: “The confirmation of oblique-oriented myocardial fibers may help explain the observations
of Sallin and co-workers in 1969, in which 50-60% ejection fraction could only be achieved with 15%
shortening fibers if they were in a helical arrangement, compared to circumferential (EF 30%) or simply
longitudinally oriented (EF 15%).” A very interesting point is that a great deal of previous experiments
can be re-interpreted under this new light, like that of [16,17].

Muscle biomechanics strongly depends on the spatial disposition of its fibers. In order to understand
their behavior, both function and anatomy should be taken into account. In the case of myocardium and
according to the concept of Torrent Guasp’s band [1], fibers follow a complex distribution, they have
an helical disposition. Nowadays, anatomic fiber information is taken from the diffusion tensor, using
techniques such as those of [17]. In this paper we propose a novel strategy for performing simulations
taking into account these facts. In it, the diffusion tensor D;; is recomputed locally depending on the
fibers gradient. When it is small, there is only one privileged direcion: along the fiber. On the other
hand, when large, it appears a second privileged direction, which is colinear with the gradient. Another
issue studied in this paper is the how sensible is the activation potential propagation to the experimental
error in the fiber’s directions. We show that, for the models here presented, the sensitivity is low up to
30 degrees of random error in the fiber orientations.

2.3 Computational aspects: parallelization

The simulation models to be presented at the conference are implemented in the Alya System, conceived
for simulating complex computational mechanics problems in parallel. High Performance Computa-
tional Mechanics techniques are used to allow the computer code that is derived from this work to run in
the most efficient way in parallel environments like clusters of multi-core computers. This is achieved
by using MPI-based, OpenMP-based or a hybrid MPI / OpenMP based strategy. All three possibili-
ties are programmed in Alya, however, in this paper we will show results for the external MPI-based
strategy. An MPI-based strategy is an external parallelization, based in a divide-and-conquer strat-
egy. In a pre-process stage, the original problem is divided in several sub-problems that in the analysis
stage are solved in parallel, interchanging information only when required to match boundaries between
neighboring sub-problems. Sub-problem partition is achieved by using an automatic mesh partitioner
(METIS). This strategy demands a large development effort but gives the best scalability figures.

3 CONCLUSIONS

In this project, the goal is to make a model that integrates anatomy and functionality of the left ventricle
(LV). For each patient we obtain the three-dimensional functionality and the LV geometry, together
with the information coming from studies that give the average model of the fibers. Both geometry
and average model are the input on the simulation. The activation potential so obtained is compared
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with experimental data to validate the model and adapt it to the individual patients. The scheme is fully
parallelized and scales well for thousands of processors. We have introduced a novel way of computing
the diffusion tensor and we have assessed the experimental error in fiber orientation. The final outcome
of this project is to provide the MD a “computational heart” to better understand, predict and diagnose
cardiac diseases and to plan healing treatments.
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ABSTRACT
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Partitioned procedures for the solution of the monolithic Fluid-Structure Interaction (FSI) problem,
arising when a fluid interacts with a structure, allows to use available fluid and structure codes. I
this sense, these strategies are modular. Of course, a partitioned procedure solves the two subprob
in an iterative framework. In this way, at convergence, when the FSI interface conditions (hamely
the continuity of the velocity and of the normal stress) are satisfied, the solution of the monolithic
problem is reached. The most classical partitioned procedure Bitfutlet-Neumanr(DN) scheme,
consisting in solving a Dirichlet problem for the fluid (with interface velocity given by the structure)
and a Neumann problem for the structure (with normal stress given by the fluid).

Itis well known in the literature that when the ratio between the densities of the fluid and of the structure
are quite similar (or, even, if the structure density is higher than the fluid one) the convergence propertie
of the DN scheme are very poor, since it needs a small relaxation to converge (see [2]).

In order to improve the performances of the DN scheme, in [1] it has been proposed to consider a line:
combination of the interface conditions, namely

n+1 n+l_ __ M n+l *
afu —|-Tf n=ay At + T, ' n, on X%, 1)
%T]ﬂ+1 - T?+1n = %nn + Oésun+1 - T7fl+1n7 on E*’

whereu andp are the fluid velocity and pressurgis the structure displacemeft, andT, the Cauchy
stress tensorg,* is the FSl interface (extrapolated by previous time steps or subiterations)aanti

o are suitable coefficients. We point out that the interface conditions are discretized in time with &
backward Euler method anit is the time step.

The convergence properties of the schemes based on FSI interface conditidRetib)}Robin (RR)
schemesdepends clearly on the choice of the parametareanda,. In [1] it has been proposed to
use the following expression

SHS
ay = ”At + BH,At

wherep; is the structure density; the structure thickness artia parameter that takes in to account
for transversal membrane effects and comes from the reduction of the 3D equations of linear elastici
to a reduced model (see [3]). The numerical results have shown better convergence properties of t
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Robin-Neumann (RN) scheme {e= 0) with respect to the DN scheme, in particular when the added
mass effect is high.

Here we study new strategies for the determination of optimal valueg @ind o, which guarantee
good convergence properties. Moreover, we apply these partitioned procedures to realistic cases, in
particular in the haemodynamics contest.
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ABSTRACT

A finite element method is proposed to solve a new constitutive model for blood flows. This model
accounts for red blood cell clustering and related shear-thinning effects. Numerical results reproducing
experiments in a rheometer are presented.
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1 INTRODUCTION

Several constitutive models have been used to represent the non-Newtonian behaviour of blood that
occurs, for instance, in smaller arteries (see [1] for a review). Most of the rheological models attempted
so far for blood flows are phenomenological in the sense that they do not account for the fact that
blood is a complex suspension of platelets, white and red blood cells. Owens [2] recently proposed a
microstructure-based model where the main non-Newtonian effects in blood arise from the aggregation
and disaggregation of the red blood cells (RBCs) into and out of coinstack-like rouleaux. As shown
in [2] using 0-D simulations, this new microstructure-based model can predict the viscous stress and
rheological hysteresis seen in experiments using triangular-variations in shear rate in a rheometer [3].

We propose a finite element method to implement this rheological model and extend its use to 2-D and
3-D flows in geometries relevant to haemodynamics. Our finite element method is an extension of the
discrete Elastic-Viscous-Split-Stress (DEVSS) method presented in [4]. A difficulty associated with
this rheological model is that it necessitates the solution of a pure advection-reaction equation for the
average RBC rouleaux size coupled with the equations for all the other variables (pressure, velocity,
extra-stress tensor) appearing in common viscoelastic models (such as the Oldroyd-B model).

This paper will briefly describe the microstructure-based model, the extension of the DEVSS finite
element method and the first numerical results obtained for this new rheological model.

2 THE PHYSICAL MODEL

The model of Owens [2] for the microstructure rheology of blood postulates that the contribution of
the RBC’s to the extra-stress 7 can be represented by a function of the average size of the rouleaux, V.
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More precisely, N denotes the average size of the rouleaux in a given infinitesimal volume. N affects
the elastic contribution in the fluid’s stress tensor and is in turn affected by the shear rates arising from
the flow of the fluid. Simulations for such a flow then require solving an advection-reaction equation
for N, an Oldroyd-B type equation for the extra-stress tensor 7 and the regular Navier-Stokes (NS)
equations for the fluid.

The resulting system reads as:

DN+ 0N ~1/2) = 3b(3) (N3~ 1/2) 1)

THuT = 27 2)

ReDyu —n,V-(y (u)-V-7+Vp = f 3)
V-u = 0

where N, is the average size of the rouleaux at steady shear, b is an aggregation-disaggregation (a

reaction) rate, and 7 is the shear rate (which is proportional to the deformation rate tensor 7). Most
importantly, the first and second equation are coupled via p, the relaxation time in the Oldroyd-B model
for 7, which is a function of N. Usual boundary conditions are applied for the velocity and pressure,
while the advection equations for N and 7 require inlet BC’s only.

3 FINITE ELEMENT METHOD

Our finite element method consists in using the Discrete-EVSS method [4], (DEVSS), for which an
extra tensor d is added to the NS equations. The addition of this tensor leads to a stable FEM where
only pressure and velocity are required to satisfy a compatibility condition, as is usual for the NS
equations for Newtonian fluids. The discrete variational form for the NS equations becomes:

Re < Dyu, ¢y > =20 < d, by > +2(a + 1) <7 (u), Vo >
=<V 7,0y > — <p, V- phiy, >=< f, 0y >; Vo

<d— (u),¢q >=0; Voq

where « is a parameter of the algorithm.

Due to the hyperbolic nature of the advection equations for N and 7, we used the Streamline-Upwind-
Petrov-Galerkin (SUPG) method (see e.g. [5]) to discretise these equations. The stable Taylor-Hood
element is used for velocity and pressure. All the other variables are discretised with continuous linear
elements.

The resulting system is marched forward in time using the implicit Euler scheme. Due to the non-
linearity of the system, the three equations are solved one at a time using a Picard-type iterative method
- first solving for N, then 7 and finally (u, p, d) until convergence. The computations are performed
using the MEF++ library developed by the Groupe Inter-disciplinaire de Recherche en Eléments Finis
(GIREEF, Université Laval).

66



4 NUMERICAL RESULTS

We present two test cases, all based on the 2-D geometry of a rheometer shown on Fig. 1. The two
cylinders are separated by a thin region (the fluid region) which has inner radius = 1 and width =
.05 (non-dimensional units). The outer cylinder moves while the inner cylinder remains fixed. This
geometry was meshed using 117696 triangular cells, giving a layer of about 40 elements between the
cylinders.

A first test case is a classical experiment on the viscoelasticity of blood which involves applying a ramp-
type shear in a microviscometer and measuring the resulting stresses. This experiment was reproduced
in [2] using 0-D computations. We reproduce the results with our 2-D geometry. All the variables are
initially taken and remain uniform in space. During the experiment, the flow is accelerated in the form
of a ramp function. Our results for this test case are presented on Fig. 2. These closely reproduce the
results from Owens’ paper [2], which in turn closely match the experimental work in [3].

In the second test case, a non-uniform (in space) rouleaux size is used, keeping all the other variables
as in our first test case. In particular, the shearing flow is kept steady. Figure 3 shows the time evolution
of the average rouleaux size. An initially non-uniform N relaxes to Ny as time increases.

More results will be presented at the conference, including haemodynamically relevant geometries.
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Figure 1: Geometry of rheometer; inner radius = 1 , width = .05
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Figure 3: Time evolution of the average rouleaux size N
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ABSTRACT

Large Eddy Simulation (LES) is performed to study the physiological pulsatile transition to turbulent
non-Newtonian blood flow through a 3D model of arterial stenosis using the different non-Newtonian
blood viscosity models. The computational domain has been chosen is a simple channel with a biolo
ical type stenosis formed eccentrically on the top wall. The physiological pulsation is generated at th
inlet of the model using the fourth harmonic of the Fourier series of the physiological pressure pulse
(Womersley [1]). The computational results are presented in terms of the post-stenotic re-circulatio
zone, shear stress, mean and turbulent kinetic energy.

Key Words. non-Newtonian blood flow, re-circulation zone, wall shear stress, stenosis, LES.

1 INTRODUCTION

The term arterial stenosis refers the narrowing of an artery where the cross-sectional area of bloc
vessel reduces. Blood is a non-Newtonian incompressible viscoelastic fluid (Fung [2], pp.53). At shes
rates above about)0 s~!, the blood viscosity tends towards an asymptotic value. If the shear rates
fall below that asymptotic level, the viscosity of blood increases and the non-Newtonian properties o
blood being exhibited (Berger and Jou [3]), especially when the shear rates droplbetow(Huang

et al. [4]).

Very few studies which are related to the non-Newtonian blood flow in arterial stenosis, suchtad. Tu

[5], Buchanaret al. [6], Neofytou and Drikakis [7], Hromt al. [8] and Valencia and Villanueva [9] used
different blood viscosity models, however, all these studies are conducted only for laminar flow. Mos
recently Paukt al. [10] have investigated the pulsatile turbulent blood flow through a model of arterial
stenosis applying the LES technique. Using the first harmonic of the Fourier series of the pressure puls
a Large-eddy simulation of the physiological pulsatile flow in the same model is performed by Molla
et al. [11]. In these papers, the investigation has been done assuming that the blood is a Newtonic
fluid. However, the recent investigation shows that the global maximum shear rate during some perioc
of pulsation receives a result which is less than the range of the non-Newtonian sheadate'.
Therefore, it would be quite reasonable to account in the computation the blood as a non-Newtonia
fluid to get more accurate insight of the transition of the blood flow through the stenosis. In this regard
various blood viscosity models are applied and their effects are examined in the paper.

The geometry chosen in the simulation (Fig. 1(a)) consists of a 3D channel with one sided cosine shaj
stenosis on the upper wall centred;af. = 0.0 with a50% cross-sectional area reduction at the centre.

In Fig. 1(b)-(c), the inlet velocity profile is presented for one pulsation for the Reynolds numd@itof

and the Womersley number o§.5. Note that the velocity in frame (b) is recorded at very close to the
bottom wall. In the simulation, no slip boundary conditions are used for both the lower and upper walls
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Figure 1: (a) A schematic of the model with coordinate system(bra) Streamwise inlet velocity.
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Figure 2: (a) Relation between the apparent shear rate andistar the different models (b) Global
maximum shear ratg| against time for the Power-law model

of the model, and a convective boundary condition at the outlet For the spanwise boundaries, periodic
boundary conditions are applied for modelling the spanwise homogeneous flow.

The LES code is written based on the finite volume method with collocated grid arrangement which

is second order accurate in space and time. For the present computation the grid arrangement is taken
as 50 x 200 x 50 along the cross-stream, streamwise and spanwise direction, respectively, with a
constant timestep df0o—3. The sensitivity tests on grid and timestep are performed and the above grid
arrangment is sufficient to resolve the large scale flows. In addition, the code is validated with suitable
experimental data, the details are available in Molla [12].

2 RESULTSAND DISCUSSION

The relation between the apparent shear rates and the viscosity for the five non-Newtonian blood vis-
cosity models along with the Newtonian one is presented in Fig. 2(a). From this figure, it is seen that for
low shear rates (e.g< 100 s~!) the non-Newtonian blood viscosity is higher than that of the Newtonian
model. Moreover, the necessity of using the non-Newtonian model is very much clear by observing the
range of the global maximum shear rate in Fig. 2(b) for the Power-law model. Similar distributions of
the shear-rate are found for the other models.

Fig. 3(a-f) depict the post-stenotic re-circulation zones in terms of the mean streamlines for the different
models. The length of the re-circulation region is enlarged in the hon-Newtonian models, which is an
alarming condition at the pathological point of view since the blood in the re-circulation region is re-

circulated for a long time and is stagnant in this region that could cause the blood clot or thrombosis.

The mean shear strea@,y/pfﬂ, distributions are plotted in Fig. 4(a-b) respectively at the upper wall
and lower wall. At the upper wall the stress drop is higher in the cases of non-Newtonian model than
that of the Newtonian model and the maximum stress drop is found for the Power-law model. The
magnitude of this stress drops +d).07730 which is about32% higher than the Newtonian model for
which it is —0.05869. Interestingly, the stress drop for all the models is occurring at a same streamwise
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Figure 3: Post-stenotic recirculation zone at (a) NewtoniarfPfwver-law (c) Carreau (d) Quemada (e)
Cross and (f) Modified-Casson models.
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Figure 4: Shear stress at the (a) upper wall and (b) lower wathfodifferent blood viscosity models.

location,y/L = —0.12505. The difference between the non-Newtonian and Newtonian models of the
shear distribution is distinguishable in the post-stenosis region, however, in the laminar region a sme
difference is found. Moreover, in the further downstream region, the upper wall shear stresses for a
the non-Newtonian models are always smaller than the case of Newtonian model. On the other han
the maximum shear stress at the lower wall occurg/dt = —0.059 for all the models, but the most
largest value is found again for the Power-law model which4989. In contrast to the upper wall,

the non-Newtonian models give higher shear stress at the lower wall in the further downstream regio
of the stenosis.

The effects of various non-Newtonian models on the mean and turbulent kinetic energy are illustrate
in Fig. 5. The mean kinetic energy in the turbulent regio (< y/L < 6.0) varies in the non-
Newtonian models with the magnitude that is slightly higher in the Carreau and Quemada model
compared to the Newtonian model. However, the curves are identical at the upstream of the stenos
The significant effects are reported on the results of the turbulent kinetic energy in frame (b). The pea
in the post-lip region{.0 < y/L < 3.0) occurs in the Newtonian model, while all the non-Newtonian
models produce higher turbulent kinetic energy in the further downstream because of the fact that tr
physiological oscillation is reduced by the higher viscosity in the non-Newtonian models which cause:
delay in the transition process.

3 CONCLUSIONS

Non-Newtonian physiological flow in the model of arterial stenosis has been investigated by usinc
the LES technique. The global maximum shear rate for the different viscosity models falls below
the non-Newtonian range d00 s~! which clearly indicated the necessity of applying the various

non-Newtonian blood viscosity models in the investigation. The post-stenotic re-circulation region is
extended slightly in the non-Newtonian models, in the pathological point of view, this usually increase:
the possibility of thrombosis or blood clot. The shear stress results are influenced by the non-Newtoniz
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Figure 5: (a) Mean and (b) turbulent kinetic energy for the d#fif blood viscosity models.

models producing the maximum rise at the lower wall while dropping significantly at the upper wall.
The intensity of the turbulent kinetic energy is also affected by the choice of the blood viscosity models.
Despite the simplicity in the vessel model, the LES results of the non-Newtonian blood flow presented
in the paper would provide a better insight in the understanding of the flow transition and turbulent
downstream of a real stenosed artery and the formation of atherosclerosis. The natural extension of this
work is to consider a more biological realistic model, e.g. circular and flexible artery and apply the LES
to study the transition of the non-Newtonian blood flow.
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ABSTRACT

This short paper outlines the progress being made on the design and implementation of a fully functional
computational model of the left ventricle and associated valve of the human heart in three dimensions. The
basis for the work reported here is a two dimensional model previously developed by the authors, using a
simplified geometry, that predicts the interaction of the electro-chemical induced contraction of the heart
wall, the flow in the ventricle due to the wall motion and the fluid loads on the wall. This contribution
reports the initial stages of the extension of the model to three dimensions using a realistic geometrical
representation of the heart with appropriate adaptations to the boundary conditions. The presentation will
show some early results of this work, which is targeted at supporting the assessment of micro-pumps within
the cardio environment.

Key Words: Left ventricle, Electro- fluid-structure interaction, Blood flow, wall shear, mesh movement;
multi-physics, mixed finite volume and finite element methods.

1. INTRODUCTION

In the design of heart pumps, it is not only important to use simulation based technologies to evaluate and
optimize designs, it also useful to simulate the evaluation of their performance in the cardiological context.
This provides a motivation to develop reasonably functional computational models of important domains
within the human heart, such as, the left ventricle. Hence, one might argue that any such model, to act as a
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useful virtual environment for testing the performance of micro-pumps should provide a reasonably
realistic reflection of the heart’s behaviour. Of course, the heart is a complex system which involves
sophisticated interactions amongst what engineers would characterize as fluid, structural, chemical and
electrical phenomena. Developing from the pioneering work of Noble [1][2], using a simple model to
investigate cardiac action, an enduring worldwide iterative modelling and experimental activity to develop
a very sophisticated understanding of the electrochemical behaviour of the heart has developed. This
understanding has been embedded within a wide range of mathematical models, normally based upon what
are called bi-domain equations, of which those by the teams of Tranayova et al., Plank and Vigmond, are
typical, although probably the most comprehensive is due to the work of Noble, Panilov and their co-
workers [3]. This work has provided the basis for genuine significantly functional virtual heart models that
may be used in clinical research and treatment assessment.

Considerable work on the mechanics of the heart has been led over the years by Hunter and co-workers [4].
Based upon the work of McCulloch et al. [5] the structure of the heart wall has been characterised and
recorded digitally. Hunter amongst others has developed a range of models to capture the behaviour of the
heart wall, both with respect to its detailed geometric structure and its non-linear material properties. There
have been a number of attempts to capture the interaction between an electro-chemical bi-domain model
and a structural response, see for example the work of Nash and Panilov [6]

In parallel with this work on electrochemical models, work on fluid-structure interaction (FSI) has also
been pursued. Computational FSI brings its own challenges, and there are a number of workers who have
attempted such activity in a cardiological context, including Peskin and McQueen together with their co-
workers [7] who have used what is termed the immersed boundary method. More recently, there have been
other attempts at modelling an aorta or a ventricle by Baajens et al, Howard and Patterson et al. Wood et al.,
and van Loon et al. amongst others. These models capture the interaction between the ‘blood” and the heart
wall, but still require the wall dynamic deformation to be specified (in reality, of course, this is a
consequence of the electrochemical action).

In recent times there are two groups who have attempted a computational model which couples the electro-
chemical and fluid-structure interaction phenomena. Watanabe et al. [8] developed a two dimensional
model based upon an electrochemical model of Luo and Rudy [9] although the structural movement was
somewhat restricted. The other effort by Croft et al [10], describes a two dimensional model which
captures the impact of a cyclic electric field (arising from Clayton and Holden’s electro-chemical model
[117]) on a right ventricle geometric structure containing a ‘blood’-like fluid, simulating both its filling and
emptying. This paper describes the strategy for extending Croft’s model from two to three dimensions, and
setting it within a rather more realistic geometrical context.

2. COMPUTATIONAL MODELLING OVERVIEW

2.1 Overview of the mathematical model

As indicated above the computational model is concerned with a realistic geometry of the left ventricle of a
human heart [12]. The model itself has three components:

a) a cyclic electro-chemical model.
b) a fluid model to describe the flow of ‘blood’.
c) astructural model to describe the contraction and relaxation of the ‘heart’ wall in response to the
cyclic electric field.
and their interactions.

2.1.1  Clayton and Holden’s electrochemical model. The Clayton Holden model [11] is essentially an
attempt to capture the action potential propagation throughout the ventricle as a continuous mono-domain.
It is based on the concept of a membrane voltage, Vi, given by a cable equation and including a membrane



patch current, Ii,,, which include equations to capture the fast and slow inward (depolarizing) currents
corresponding broadly to Na“ and Ca®" currents and a slow outward (polarizing) current corresponding to
K" currents. The membrane voltage, Vp, is scaled with both the resting potential, Vo, and the Nernst
potential of the fast inward current, Vg, as a combination of a primary, u, and two secondary, v and w,
action potentials:

aa_LtJ:V,DVU —(Jﬁ +‘]si +‘]50)

ov 1-v v
i O(u, _U)LJ(—U)}@(U —uc){ﬂ )

oW 1-w w
St O(u, _U){T}—@)(U _uc){ﬁ:|

where O(X) denotes a Heaviside step function. The currents in the equation above are described in [11],
where Jj, is the fast input current, Jgis the slow input current and Jg, is the slow output current. The above
model was solved numerically subject to zero flux conditions, for each of the three potentials, on the
boundaries of the heart wall.

2.1.2  The ‘blood’ fluid model. The ‘blood’ is modelled as a slightly compressible Newtonian fluid.
Hence, the flow should be well characterised by the Navier Stokes equations. Moreover the Reynolds
numbers are such that the flow regime is reasonably well characterised as laminar. Of course, the fluid is
flowing within a domain that is itself moving, see below, subject to a range of boundary conditions [10].

2.1.3  The structural mechanics model. This is initially as simplistic as possible, using a linear strain—
displacement formulation using the small strain assumption, which is valid for strains of the order of a few
percent. It is assumed within each time (i.e. load) step that the structure reaches its steady solution which
simplifies the structural mechanics analysis.

2.1.4  Coupling amongst the component phenomena. The couplings amongst the component models are
conceived as follows:
a) The electric field, as represented by its potential, provides a load for the structure. The total strain
now contains both an elastic and electric component

€=8¢| t Eelec @

which results in an extra term in the stress-strain equations. The electric strain is calculated from:

Eelec = -V (1,1,1,0,0,0)T 3)

where V is the input voltage and a is the electric strain equivalent of the thermal expansion
coefficient in the thermal strain.
b) The consequent interaction between the fluid and the structural domains is represented through a
conventional fluid-structure interaction procedure:
e The traction load by the fluid on the structure is as follows [13]

t, = (— pI+,u{Vu+(Vu)T }-%,u(V-u)I) n onl; 4)

where p and g are the fluid pressure and dynamic viscosity respectively, u is the fluid
velocity, I is the identity matrix and n is the normal to the fluid-structure interface.
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o The deformation of the structure affects the fluid domain through a consistent movement of
the fluid domain - structure boundary. In response to this boundary motion the mesh in the
fluid domain is adapted to maintain element quality in such a way as to obey the geometric
conservation law. Thus the fluid velocity, u, in the convection term of the Navier Stokes
equation and the continuity equation must be replaced by the relative velocity. Details of the
mesh adaption algorithm and the calculation of the mesh velocity can be found in [13].

The overall solution strategy is summarised in Croft et al [10]; this is implemented within the PHYSICA
multi-physics modelling software technology [14]. In going from two to a three dimensional model, some
of the boundary conditions obviously have to be adapted and although the concept of a single mesh is
maintained, the mesh now becomes a mix of tetrahedral, wedge and hexahedral elements with about
100,000 nodes. The compute times also increase by an order of magnitude and so the simulations are
typically run scalably in parallel on a 16 processor cluster with high speed processor interconnect.

3. CONCLUSIONS

The paper will show progress in implementing and testing the extension of the Croft et al [10] model
applied to the left ventricle and associated valve of the human heart. Once completed, the objective is to
utilise the computational model as a host within which to evaluate the performance of novel micro-pumps
in the virtual heart environment.
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ABSTRACT

In the present work, non-Newtonian viscoelastic models are considered as constitutive models for
blood. The characteristic based split scheme is used for the solution of the governing equations. The
results obtained for blood flow through a tube are compared against available experimental data.

Key Words: steady blood flow, Oldroyd-B model, Generalized Oldroyd-B (GOB) Model, CBS scheme,
unstructured grids, finite element.

1 INTRODUCTION

Blood flow in large, normal human arteries are normally assumed to be Newtonian. However, the
non-Newtonian effects may be important even in large vessels when the blood related diseases such as
sickles are present[1]. It is also evident from the literature that the non-Newtonian nature dominates
when blood is experimented outside the body [2]. It appears that the velocity profile obtained from
the generalised Oldroyd-B model is in good agreement with experimental measurements obtained for
porcine blood flow through a three-dimensional straight plexiglass tube at steady state[2]. It is thus
reasonable to assume that the blood is viscoelastic in nature when it is pumped through extracorporeal
systems such as ventricular pumps. However, appropriate non-Newtonian flow models in general is not
very conclusive and this area deserves some experimental and constitutive modelling research. In the
present work, we test viscoelastic flow models against available experimental data.

It is known that plasma in blood is normally Newtonian in nature. The second major constituent of
blood, red blood cells (RBCs), are essentially suspended in plasma. They belongs to a class of material
which allows instantaneous elastic responses as they are subjected to deformation. It is also recognised
that RBCs aggregate (rouleaux) and become solid-like material to store elastic energy with decreasing
shear rates and fails to retain the elastic behaviour at higher shear rates as it changes into fluid. One of
the two reasons for increase in viscosity and the elasticity is the rouleaux formation. Another potential
reason for the blood to become viscoelastic when in contact with foreign bodies is the tendency to
form blood clots. Thus, the assumption of blood being a viscoelastic material outside a living body is
justified.

According to a thermodynamic framework presented in the literature [3], blood can be represented
by a stored energy function of elastic response from a neo-Hookean solid and a rate of dissipation
due to response of viscous Newtonian fluid. A generalised Oldroyd-B (GOB) thus developed[3] has
been demonstrated to be in good agreement with the experimental data [4]. In the present study, three
different models- Newtonian, standard Oldroyd-B and generalised Oldroyd-B (GOB) fluid models -
have been considered. These constitutive equations are solved along with incompressible Navier-Stokes
equations using the finite element method. An artificial-dissipation-based CBS-AC scheme has been

77



used to solve the equations[5]. The test problem studied is the blood flow through a circular tube. The
velocity profiles obtained are compared with the experimental measurements available in the literature

[4].
2 GOVERNING EQUATIONS

2.1 Non-dimensional Form of Standard Viscoelastic Flow Models

The scales used to describe non-dimensional form of the governing equations in the present work are:

u* = uz . * 7p ZE* ﬁ~
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where subscript oo indicates a free stream value and [ is a characteristic length. The non-dimensional
governing equations can be written as:
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where viscosity rate is ov = 1,,/1, in which 7),, is the dynamic viscosity of viscoelastic fluid, 7, = 1+,
represents the total viscosity in which 7, is the dynamic viscosity of solvent Newtonian fluid. The
Reynolds number Re and Deborah number De are defined as:

_ Poolicol Mo
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where A is the relaxation time and characteristic length [ here is assumed to be the diameter of the tube.
In the above Equation (4) when extensible parameter L?> — oo, the constitutive equation describes
the standard Oldroyd-B model (constant viscosity) with 0 < o < 1 and € = 0. The upper-convected
Maxwell (UCM) model is obtained by substituting & = 1 and ¢ = 0. When 0 < L? < oo, the
viscoelastic fluid indicates FENE-MCR model with 0 < a < 1 and ¢ = 0. For simplified Phan-
Thien/Tanner (PTT) model, L? — oo, & = 1 and € # 0.
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2.2 Generalised Oldroyd-B(GOB) Model of Rajagopal-Srinivasa

To make the application of boundary conditions easier, non-dimensional viscoelastic stress is redefined
as:
be
T
= t (6)

Y pootid,

The non-dimensional form of momentum and GOB constitutive equations should be rewritten as:
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where Newtonian viscosity ratio is 5 = 7s/70, Viscoelastic viscosity ratio is ¢ = 1/7 in which n
is the viscosity and A* is the non-dimensional material modulus that depends on velocity gradient and
elastic shear modulus ;1 = 1/ . The definition of Deborah number De is the same as non-dimensional
standard viscoelastic models. The Reynolds number Re is defined as:
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where 7)., is the viscosity obtained at high shear rates.

3 STEADY POISEUILLE FLOW IN A TUBE

A circular tube of diameter [ is assumed. The inlet Reynolds number used is 16.33024615. This is
defined based on the density of human blood, p = 1.05 g/ml, the mean inlet flow velocity, uo, = 1.592
cm/ sec, the viscosity at high shear rate, 7o, = 6.5 ¢P and the diameter of a tube [ = 0.635 cm obtained
from Yeleswarapu et al’s experiment [2]. The parameters used by Anand and Rajagopal [4] are also used
here. They include elastic shear modulus, 2 = 0.0388 N/m? and the viscosity of blood, n = 0.387
Pa.s. The Deborah number obtained is 25.00625051.

The viscosity rate a = 0.41 is assumed for the standard Oldroyd-B model. Due to the asymptotic
viscosity of blood, 171 = 21 With 1 =0.013 Pa.s and 1 = 2(1),, — 700 ) With 1., = 200 ¢P (indicating
the viscosity at low shear rate) are used. A Newtonian viscosity rate of 5 = 2 and viscoelastic viscosity
rate of ¢ = 59.53846154 are used in the GOB model.

The velocity profile of three-dimensional poiseuille flow at inlet is obtained by solving the problem of
uniform flow in a tube to obtain a fully developed profile. No slip boundary conditions are assumed
at solid walls. No negative eigenvalues of the conformation stress tensor are allowed to occur in the
computational domain.

The governing equations are solved using the above parameters and boundary conditions using the CBS
scheme [5]. The material modulus is based on the incompressibility condition. For poiseuille velocity
profile at inlet section, the non-dimensional form of material modulus is A* = 1/[1+0.25(u} 5 De)* +
0.25(u’1‘73De)2]1/3 and A* = 1 is used for uniform flow inlet.
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Figure 1: Blood flow in a straight tube. (a) Surface mesh (Volume mesh: Nodes: 59474; Elements:
326415); (b) Horizontal velocity profile.

The Ly norm of the residuals of the momentum and constitutive equations are reduced down to at least
1076 to assume a steady state. The mass conservation is also checked to make sure that the conservation
is obtained.

Figure 1(a) shows the mesh used in the study. The typical element size used near the wall is about
0.06.Figure 1(b) shows the comparison of horizontal velocity profiles between Yeleswarapu et al’s
experimental data and present results. As seen, the standard Oldroyd-B model provides a velocity
profile quite similar to the results obtained from Newtonian fluid assumption. With the GOB model,
the horizontal velocity profile of blood is closer to the experimental data.

4 CONCLUSIONS

This study was aimed at using an artificial-dissipation-based CBS-AC scheme to numerically solve
three different blood flow models. The best fit against Yeleswarapu et al’s experimental data was ob-
tained from generalized Oldroyd-B (GOB) model introduced by Rajagopal and Srinivasa.
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1. INTRODUCTION

Asthma treatments range from targeting molecular events (inflammation) to structural
intervention (bronchial thermoplasty to ablate smooth muscle). Regardless, efficacy
remains inconsistent and asthma prevalence remains on the rise. There is a glaring need
to understand if or how biological and physiological events that alter specific structures
in the lung can or will impact function. Modeling approaches in the past have been
helpful, but unless explicitly driven by and coupled to data and specific questions, models
alone are insufficient (3). Recently, anatomically consistent models (2,4,5) have
advanced the capacity to link structure to function. We will review our current approach
designed to understand the multi-scale nature of the defects associated with degraded
function in human asthma.

2. MAIN BODY

At the whole-lung level we synthesize quantitative measures from Hyperpolarized
Helium Magnetic Resonance Imaging (Hyp *He MRI) and oscillatory mechanics data
with personalized 3D airway models (2,4). Because of their anatomic fidelity these
computational models present a powerful approach to identify which airway sizes and
constriction patterns most contribute to asthma. We have acquired data from healthy and
asthmatic subjects pre and post broncho-provocation and pre and post deep inspirations at
both baseline and post provocation (2,6). We compare a variety of approaches for
synthesizing the model with the data, ranging from airway tree model creation with

81



constraints on parent airways leading to defects (4) to the level of quantitative matching

that these models match both the
imaging ventilation data and the
mechanics (2). Our applications
show that while constriction in some
larger airways likely occurs in
asthma, heterogeneous severe
constriction in very small airways
are necessary for establishing the
simultaneous functional degradation
in both ventilation and mechanics
during human asthma (2,7). These
results motivate the question of how
mechanisms at the individual airway
or airway smooth muscle level
integrate to cause whole lung
behavior. Here we will also show
some recent mechanics and imaging
data from isolated airways along

Figure 1: Model airway tree for asthmatic subject
post broncho-constriction with methacholine(left)
and post albuterol (right). In black are airways that
are ventilated, in red are airways that are not being
ventilated due to methacholine. Visually a large
number of airways which are unventilated, after
albuterol some airways are recovered but not all.

with modeling analysis (3). The data and models point largely to the smooth muscle as
the primary locus of defect for asthmatic lungs.

3. CONCLUSIONS

Ultimately, these studies will provide a mechanism for determining whether treatments
designed to address a crucial biophysical mechanism are capable of targeting essential
small airways responsible for clinical symptoms in asthma.
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ABSTRACT

Impaired sinus gas exchange is often proposed as a factor in sinus disease, a common and debilitat-
ing condition. In this study computational fluid mechanics (CFD) techniques were used to study gas
exchange in simplified geometries representing the maxillary sinus. Convection, diffusion and mucocil-
iary transport effects were examined. Flow patterns in the ostium match those given by independent
driven cavity analytical solutions. Convective transport is very slow for typical ostium sizes, but in-
creases for larger ostia. Sinuses with two ostia have greatly increased transport compared to single
ostia as they form a flow path in parallel to the nose rather than a reservoir attached to it. Diffusive
effects are dominant for small ostia and increased concentration differences, as used in previous ex-
perimental studies. Mucociliary transport is important for sinus health but was not found to have any
interaction with gas exchange.

Key Words. nose, maxillary sinus.

1 INTRODUCTION

Clinical interventions to treat sinusitis often try to improve ventilation of the sinuses, but the relationship
between sinus anatomy and gas exchange is not well understood. Sinus ventilation is difficult to study
in vivo as the sinuses are small and inaccessible, hence this study has used computational modelling
techniques to examine several possible physical mechanisms.

The maxillary sinuses are the largest of the human sinuses and particularly susceptible to disease. The
geometries used for modelling are based on the typical shapes and dimensions of the maxillary sinus,
the middle meatus (part of the nasal cavity) and the ostium which connects them, as shown in Fig-
ure 1. Simplified geometries were used to represent various anatomical variants, with the effects of the
presence of an additional ostium being of particular interest.

Aust and Drettner (1) conducted experiments where the air in model and real sinuses was replaced
by pure nitrogen and the recovery of the oxygen concentration to atmospheric values monitored. The
diffusion modelling in this study aimed to match and extend the understanding of their results, as the
transport mechanisms involved are not clear.
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Figure 1: Diagram of nasal and maxillary sinus anatomy, adapted@®rmscan slice

2 Modelling Methods

Commercial software (Fluent 6.3.26) was used to model steady airflow, convective and diffusive trans
port between the sinus and middle meatus. Geometries were modelled in 2D and 3D with quadrilater
and hexahedral meshes respectively. Pressure boundary conditions for each end of the middle mes
were obtained from an existing computational model of the whole nasal airway (3). Order of mag-
nitude calculations, for example using Fick’s Law for first-order diffusion, were also performed for
comparison with the more detailed CFD simulations.

3 Reaults

3.1 Convection

Single ostium models have no net flow through the ostium and very slow gas exchange, with a typice
geometry requiring more than 80 hours for 90% exchange. However, the air in the ostium and sinu
does show vortical motions driven by the shear flow in the nasal cavity, matching the classic driver
cavity solution. Increasing the cross-sectional area of the ostium and/or reducing its length increas
the velocities in the ostium and reduces the exchange time. In contrast, a sinus with two ostia he
net flow through it and a much faster 90% exchange time of 96 seconds. Contours of x-velocity an
streamlines in a typical single ostium are shown in figure 2.

3.2 Mucociliary Transport

The walls of the sinus, ostium and nasal cavity were generally considered to be stationary, where:
in reality they are covered with ciliated epithelium transporting a layer of mucous. Some 2D and 3D
simulations with moving walls were carried out to investigate this effect. The mucociliary velocities
altered the flow patterns in the sinus but did not affect the convection or diffusion exchange times.
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Figure 2: Plots of x-velocity contours and streamlines for 3mm diam@tem long ostium

3.3 Diffusion

Diffusive transport is thought to be an important factor in Aust and Drettner’s sinus wash-out experi-
ments, due to the increased concentration difference between the sinus and the nasal cavity. Fick’s law
was used to make a first-order estimate of the time required to exchange 90% of sinus air by diffusion
through a 4mm diameter ostium, this calculation gave an exchange time of 7.6 minutes.

Diffusive transport of an inert gas was also added to the Fluent simulations to give a more precise
estimate. A diffusion-only simulation had an exchange time of 7.1 minutes and a simulation with both
convection and diffusion gave an exchange time of 6.4 minutes. These times are similar but somewhat
longer than Aust and Drettner’s result of 4.2 minutes in a physical model. A summary of the calculation
and simulation results for three ostium diameters is given in table 1 and a graph of the changes in sinus
oxygen concentration relative to atmosphere over time as figure 3.

Ostium Time to Replace 90% sinus air (min)
Diameter
(mm) Aust | Fick CFD

Convection| Diffusion | Conv+Diff
3 - 13.6 5040 12 12
4 42 | 7.6 840 7.1 6.4
6 25 | 34 5.2 3.4 2.3

Table 1: Summary of convective and diffusive calculated exchange texpsrimental results from (1)

3.4 Acoustics

Several experimental studies have found that humming increases NO transport from the sinuses to
the nose (4,5 among others). This process is however difficult to model computationally, as direct
simulation of acoustics requires very fine spatial and temporal discretisations (2). A 1D simulation of
the sinus as a non-linear Helmholtz resonator, with a program adapted from Zhao and Morgans (6),
showed a resonance in the vocal frequency range, but did not seem to explain the increased transport
due to humming. It would be interesting to model the interaction between acoustic and diffusive effects
but this is not currently possible.
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Figure 3: Graph tracking sinus oxygen concentration with timealfiderent ostium diameters

4 Discussion and Conclusions

The modelling in this study has shown that normal sinuses only have very limited gas exchange, wit
a convective exchange time of 80 hours for a 3mm diameter ostium. However, larger or shorter osti
can have shorter convective exchange times. Adding an extra ostium to allow flow through the sinus «
increasing the concentration difference between the sinus and the nose can reduce the exchange tir
significantly, to 96 sec and 12 min respectively. Excessive ventilation could be harmful due to depletiot
of the protective NO in the sinus. Diffusive transport is likely to be most important to narrow ostia
and convective transport to wide ostia. Mucociliary transport is very important to sinus health but doe:
not interact with ventilation. Humming has dramatic effects on sinus transport but currently can not be
adequately modelled.
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ABSRACT

The inspiratory flow characteristics in a CT-scanned human upper airway and lung model were numerically
investigated using low Reynolds number (LRN) k- turbulent model and large eddy simulation (LES). The
airway is extracted from the mouth to segmental bronchi of a 60-year-old Chinese male patient.
Computations were carried out in the Reynolds number range of 900 ~ 2100, corresponding to mouth-air
breathing rates of 190 ~ 440 ml/s. Flow patterns on the Re = 2100 and flow rate distribution were presented.
In this model, the flow pattern is very complex, and the effect of laryngeal jet on trachea inlet is well
simulated. The result of different turbulent approaches is compared.

Key Words: upper airway, lung airway, CT-scanned.

1. INTRODUCTION

The air flow in the bifurcating airway is one of the most basic and revealing problems in the general case of
breathing physiology, which can provide useful information for drug particle delivery patterns, pollution
dispersion, etc. Numerous studies on bifurcating flow have been carried out to investigate the effect of
bifurcation on air flow pattern and particle deposition, and they considered the human lung as either
symmetric bifurcation airways or asymmetric airways, and most of these models were based on the Weibel
human lung model [1]. The Weibel model takes the human lung as 23 generation regularly bifurcated
airways, however, the actual human lung airways show distinct irregular features, and the regular airway
models may not reflect the realistic flow characteristics in the human lung.

The development of computational capability and computerized tomography (CT) makes it possible to
generate a real lung model for CFD simulation. In this paper, we extended our previous study [2] to a real
CT-scanned human upper airway and lung model, and the flow pattern and flow rate distribution are
studied in detail.

2. THE MODEL AND RESULT

Thoracic CT scans were taken from a 60-year-old Chinese male patient using a single-slice helical CT
scanner (SS-CT). The images were obtained in the axial plane with a resolution of 0.7x0.7 mm?, and slice
thickness is 0.625 mm. The 3D surface geometry of the upper and lung airway was reconstructed using the
image processing software Mimics and the generated real lung model is shown in Figure 1. The tracheal
wall contains some C-shaped rings of hyaline cartilage. The open posterior parts of the cartilage rings are



smooth muscle fibers. Therefore, the shape of the cross-section of the trachea is approximately D-shaped.
To avoid any influence of the outlet boundary conditions on the computed solution, each branch exit was
artificially lengthened with a straight tube. Medical statistical regularity exists from the trachea to the fifth-
order segmental bronchi for the same race and gender (Beachey 1998), therefore we focus on the upper
airway and the fifth-order airways which would be representative for Asian male.

Figure 1 Schematic view of the airway
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ABSTRACT

Although the understanding of the ventilation patterns in the trachea is a challenging aspect due to their
implications in the success of tracheal prostheses implantation, few studies have analyzed the behaviour
of the trachea under different ventilation conditions. The interest of this is specially relevant in patients
that have to be mechanically ventilated. In this study, a finite element model of a human trachea based
on CT images from a 70 years old man is developed. A fluid structure interaction analysis using a
commercial software code (ADINA) was modeled in order to study the deformations of the the trachea
under different ventilation conditions. The trachea was assumed as a fiber reinforced hyperelastic ma-
terial in which the different orientation of the collagen fibers was introduced. The fluid in this case
was air since different ventilation patterns were analyzed, normal breathing and mechanical ventilation.
The deformations of the cartilage rings and the muscle membrane of the trachea were analyzed and the
differences in the tracheal behaviour between normal and forced breathing were investigated.

Key Words: human trachea, breathing patterns, mechanical ventilation.

1 INTRODUCTION

The trachea is able to adapt itself to regulate the pressure during the different ventilation situations. The
main components that constitute the trachea are the cartilaginuos rings, and the muscular membrane.
Tracheal cartilaginous structures role is to maintain the windpipe open despite interthoracic pressure
during respiratory movements. Smooth muscle contraction and transmural pressure generate bending
in the cartilage and collapse it to regulate the air flow. Although the understanding of how this process
is performed is a challenging aspect, few studies have analysed the behaviour of the trachea under
different ventilation conditions.

Most of the developed numerical studies in the respiratory system analyze the airflow patterns using
rigid and approximated airways geometry (Liu et al., 2002). Only few studies are based on “real”, i.e.
based on 3D imaging, airway geometries (Cebral et al., 2004). Almost all studies, both with artificial
and real geometries, do not take airway deformations and fluid-structure interaction (FSI) effects into
account (Ma et al., 2006). FSI studies in lower airway geometries were done only in the lower cartilage-
free generations of the lung (Hazel and Heil 2003). On the other hand, regarding the constitutive
modeling of the tracheal walls, there is a large dispersion of the mechanical properties of the different
tissues that are included in the trachea, and only few studies have analyzed their mechanical behaviour
for humans (Clive et al, 1998).

The final aim of this work is to understand the breathing/ventilation process in the respiratory system
in order to develop strategies to better ventilate patients using FSI techniques.

90



2 MATERIAL AND METHODS

The finite element model of the human trachea was made based on a CT performed to a 70 yea
old healthy male patient. The segmentation of the DICOM files was made using MIMICS. A full

hexaedrical mesh of the trachea was made using PATRAN (Figure 1). Regarding the fluid domain,

tethraedral-based fluid grid was generated filling the tracheal channel using the commercial softwal
FEMAP. The final mesh was then imported in the software package ADINA where the fluid-solid
interaction (FSI) was performed.

SOLID
MESH

Muscle
membrane

_ Cartilage
rings

Figure 1: Finite element meshes of the solid and the fluid

To determine the properties of the different tissues of the trachea different experimental tests wer
conducted. The histology revealed that in the cartilage rings, the collagen fibers run randomly, therefol
an isotropic material can be use to define its behaviour. However, the muscular membrane presented t
perpendicular family of collagen fibers, one of the family runs longitudinally and the other transversely.
Therefore, for this tissue a constitutive model that takes into account the anisotropy was used. For tt
cartilage, a Neo-Hookean mod&l= C; (I; — 3) was used to fit the experimental results. Concerning
the smooth muscle, the well known Holzapfel strain energy function (Holzapfel 2000) for one family
of fibers was used,

U =Cy(I —3) + %{ewp[[(g([:l 1) -1} + %{ewp[[ﬁ([_@ 1) -1} + %(J —1)?

where C is the material constant related to the ground substafice; 0 are the parameters which
identify the exponential behavior due to the presence of collagen fibres and D weights tissue incon
pressibility modulus (see Figure 2 for the constants fitting).

The fluid (air) was supposed newtonign 1.205 Kg/m?, u = 1.83 - 107> Kg/m - s) and incom-
pressible under unsteady flow conditions. Flow was assumed turbulent, this; thmodel was used.

The boundary conditions under normal breathing and mechanical ventilation conditions are shown i
Figure 3 (Wall et al., 2008). In the FSI model the fluid domain is deformable so that the numerical ap-
proach uses the well known ALE formulation. For the solid domain, a typical Lagrangian formulation
(Bathe, 2004) is used.

3 RESULTS

In Figure 4 the amplified deformed shape of the trachea is shown for normal breathing. It can be see
the different stages of the breathing process. In the first phase the trachea dilatates to increase the
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Figure 2: Uniaxial tests performed to tracheal muscle samp)dsitting of the Holzapfel’s model to the
experimental results obtained in the longitudinal direction of the traabiga(87KPa,K1=0.154 KPa,
K»,=34.15) ; (b) Fitting of the Holzapfel's model to the experimental results obtained in the transversal
direction of the trachea{;=0.87KPa,K3=0.34 KPa,K4=13.9)
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Figure 3: (a) Sinusoidal boundary conditions for normal briegtlb) Flow time history of the respira-
tor for the mechanically ventilated lung

volume in the lungs (from 0 to 1s), then in the second stage (during the expiration) the trachea collapses.
During this normal breathing, it can be seen how the fluid goes inside the lungs (the first two seconds)
and in the second stage (expiration) the air goes out the lungs (Figure 5). Comparing the results of

Figure 4: Deformed shape of the cartilage rings during natuesthing (scale magnification 10)

stresses and deformations of breathing and mechanical ventilation patterns, not too many differences
can be addressed, since the mechanical ventilation tries to simulate a normal breathing of a patient. The
most important fact is that in the mechanical ventilated trachea the applied pressure is always positive,

therefore the trachea is always subjected to non zero pressue.
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Figure 5: Air flux during normal breathing. On the left directiohthe air flux during inspiration; on
the right, the air direction during expiration.

4 CONCLUSIONS

We have presented an approach and detailed simulation results of FSI under different ventilation co
ditions. We found that under inspiratory flow, the mechanical response of the tracheal walls and th
flow patterns were similar in normal breathing or mechanical ventilation. However, during expiration
more differences could be found between both situations. It has been demostrated that using FSI tec
niques the deformations and stresses that the trachea undergoes can be seen. This would be the rele
importance to design better mechanical ventilation techniques or to analyze how the implantation of
endotracheal prostheses can affect the flow patterns or the mechanical response of the human trach
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ABSTRACT

The time dependent mass transport of nanoparticles was studied in a patient specific model of the hu-
man lungs. The transport of the nanoparticles was simulated via the convection diffusion equation
under varying mass diffusivities, or more specifically Schmidt numbers (Sc). These were Sc=10, 100
and 500 representing small to larger particles respectively. From the results it was found that the re-
alistic geometry plays an important role in the delivery of these particles throughout the geometry and
also to the lung wall. For example as the flow becomes more convection dominated (Sc increasing)
the geometric variations have a greater impact on the resulting transport/deposition to the surface. In
particular, secondary flow characteristics induced by the bifurcating tree were a major controller of the
particle transport. Interestingly, higher generations were very susceptable to large variations in transport
processes. The effects of Sc on particle concentration within the domain showed marked variation; a
low Sc resulted in higher convection into the bulk fluid and higher Sc meant the mass transfer boundary
layer was constricted to a thin region on the lung wall. Time dependent effects were observed to play a
secondary role to geometric variations.

Key Words: Air flow, Lung , Mass transfer.

1 INTRODUCTION

Nanoparticle deposition in the Human lung is of considerably interest. Due to the very small diameter
of these particles they are efficiently transported through the lungs[1]. In particular, the lungs are seem
as a potentially attractive route for targeted drug delivery of pulmonary and non pulmonary diseases[2].
Such diseases include diabetes (for insulin delivery) and also diseases of the pulmonary airway itself.
Currently the experimental measurement of small particles in the lung remains an elusive area due to a
number of measuring related difficulties. Further to drug delivery, exposure to various nanoparticulates
resulting from nanomaterial production, such as carbon nanotubes, are potentially hazardous, hence
there is significant interest in how these distribute and effect the lung.

Previously, there has been attention given to steady state mass transport using idealised lung geome-
tries, such as Weibel based geometries[3]. However it is well known that the lung exhibits significant
homogeneity, and Weibel based geometries fail to produce the relevant dynamics of the human lung.
Furthermore realistic geometry, particularly irregular walled geometries can lead to mass transfer char-
acteristics which can not be predicted from idealised geometries, as has been highlighted previously
for arterial geometries[4]. For this reason the present study focuses on the transport of nanoparticles
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in a patient specific lung geometry. This is in order to provide understanding of how nanoparticles are
transported to the higher generations (higher implies towards peripheral vessels) of the lung.

2 METHODOLOGY

The geometry used in the simulations was segmented using the commercially available segmentation
software Mimics (Materialise). The standard CT scans had a resolution of 0.6mm. This allowed up
to seven generations of the bronchial tree to be obtained. Following segmentation the outlets of the
geometry where cut normal to the flow direction and the geometry was exported in stl format. Figure 1
shows the lung model with outlets cut normal to the flow direction.

Figure 1: Segmented seven generation lung model used in the numerical simulations.

The lung geometry was meshed using the commercially available meshing software Harpoon (Sharc).
Due to the specific nature of the study, very fine boundary layers were fitted in the near wall region in
order to capture relevant mass transfer characteristics. In particular, on all interior walls wedge shape
mesh elements were inserted with an initial off wall spacing of 2e-5Smm growing over six layers to
a total thickness of 0.2mm. This is considered sufficient based on the the hydrodynamic parameters.
Overall the mesh consisted of 4 million tetrahedral elements and 900000 wedge elements.

The governing equations for airflow in the trachea-bronchial region are the time dependent incompress-
ible Navier-Stokes Equations,

ou
o TP@VIu = —VpiuViu, )
V-.u = 0 @)
where u represents the velocity vector (u = [u,v,w]), p the air pressure, p the density and u the

dynamic viscosity. The inflow boundary conditions used in the present simulations was a sinusoidal
inspiratory profile, ¢(t) = Asin(wt), where A represents the flow amplitude and w the circular fre-
quency. The mean flow in the present study was 15 L/min. At the outlets of the computational domain
traction free conditions were utilised. We have previously investigated impedance of the peripheral
vessels using a Dirichlet to Neumann approach. From this study it was found that the flow is only
marginally affected by the peripheral vessels, hence when investigating flow related phenomena, such
as mass transfer, more simplified conditions suffice.
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The mass transfer field was solved via the convection-diffusion equation, given by,

99
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with ¢ the mass concentration and D the diffusion coefficient. For mass transfer, Schmidt numbers
(Sc = v/D) of 10, 100 and 500 were investigated, this represents an increase in the convective domi-
nance of the flow and also represents a diameter increase of the particles. The boundary conditions for
the mass transfer assumed a uniform concentration of ¢=1 at the inlet of the domain and the concentra-
tion of ¢=0 at all the lung walls, this condition is assuming that when a particle interacts with the wall
it is completely absorbed, which for small nano sized particles is considered a reasonable condition.

The numerical simulations were performed in our in house multi-physics research code BACIL.

3 CONCLUSIONS

From the results it is clearly evident that the realistic geometry plays an important role in the transport
of nanoparticles to the lung wall. Specifically, considering Figure 2, it is clear that the distribution
of Sherwood number (ie. non dimensional mass transfer coefficient) is driven by the variational wall
geometry. The dominant area of high deposition is consistently at the apex of the bifurcation. How-
ever, there are regions where the wall non-uniformity leads to higher deposition in other areas, this is
most noticeable in the higher Schmidt number model. These additional high concentration regions are
brought about by near wall airflow separation and attachment resulting in mass transport boundary layer
growth and reduction.

Figure 2: Sherwood distribution at max inspiration, Sc=10 and 100 left and right respectively, Sher-
wood number range is from 0 (blue) to 60 (red). Non-uniform mass transfer results directly from the
non-uniform geometry, where the surface deposition is effected by growing and shrinking of the mass
transfer boundary layer. This is most notable in the higher Schmidt number model, where regions of
highest surface gradients do not always occur at the bifurcation points.

When comparing the difference between particle distribution in the second generation downstream of
the major bifurcation of the trachea (see Figure 3), for Sc=10, 100 and 500 (from left to right), it is
shown that for the lower Sc number there is a greater growth of the mass transfer boundary layer. In
addition, the location of maximum depletion, irrespective of the Sc, is located at the inner wall of the
bifurcation (left hand side of each individual cross-section). This location is the meeting of two counter
rotating vortices (evidenced by secondary flow streamlines) resulting from the bifurcating airway. How-
ever as oppose to symmetric uniform geometries, the realistic geometry exhibits 3D curvature, meaning
the counter rotating vortices are a superposition of effects (ie centripetal acceleration is dominant in the
bifurcation plane, however there is also an influence from other curvature directions). This means the
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vortices are no longer corresponding to the the centre of the inner wall. This is important to the distri-
bution of these particles. The greater depletion that is observed into the domain, under lower Schmidt
number conditions, is primarily due to the greater influence of convection ie. the particles are diffused
more effectively.

Figure 3: Spatial concentration in a cross section of the second generation of the lung. From left to
right Sc=10, 100 and 500 respectively. Clearly with lower Schmidt number the particles are convected
more into the bulk domain.

Actual temporal effects seem to be relatively insignificant in the the first few generations. However in
the higher generations some areas are exposed to relatively high temporal variations and are in line with
the haemodynamic phenomena in these areas, such as profile skewing towards a specific wall during
the acceleration phase. This leads to around a five fold increase in transport to the surface. Overall,
the distribution is driven by geometric features and the temporal mean distribution is similar to the
distribution observed at the equivalent point in the time cycle. Work is currently being undertaken in
order to see if this is Reynolds number dependent and whether steady state simulations at the equivalent
Reynolds number suffice in order to obtain essential transport characteristics.

Future work will couple the present method with our vast FSI implementations in our in house research
code. This has been been done previously for pure fluid simulations by our group|[5]
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ABSTRACT

Air flow and pharmaceutical aerosol bolus dispersion/deposition is studied in a realistic representation
of human upper airway geometry. The most commanly used modeling methods such as Reynolds
Averaged Navier Stokes (RANS), Detached Eddy Simulation (DES) and Large Eddy Simulation (LES)
are tested in the present work. In case of RANS, the most widely used SST k£ — w turbulence model
is employed. DES is based on Spalart-Allmaras model for the near-wall region. In case of LES, two
subgrid scale models, namely the Smagorinsky-Lilly and the WALE model are tested. The frozen LES
method proposed by Matida et al. [5] is also tested. All the results are compared with the experimental
data to analyze their reliability.

Key Words: RANS, LES, DES, Aerosol Dispersion, Aerosol Deposition

1 INTRODUCTION

Inhaled medication is generally the preferred method of drug administration to the lung for the first-
line therapy of asthma and chronic obstructive pulmonary diseases. The complexity of extrathoracic
pathway which involves bends, sudden cross-sectional changes, and non-symmetry of the geometry
generally results in major deposition of inhaled medication in the pathway before reaching the lungs
[3,5]. With the upper airway flow being transitional, the use of two-equation RANS models, which are
basically developed for turbulent flows may result in poor prediction. Reviewing the previous works,
Matida et al. [5] conclude that the RANS as well as Reynolds Stress Model (RSM) does not capture
relevant features of the flow and highlighted the need to switch towards LES. The present work evaluates
the performance of RANS, LES as well as DES in predicting the aerosol deposition.

Besides the deposition of an aerosol bolus, its degree of volumetric dispersion also offers a sensitive
tool to characterize aerosol transport [4]. Indeed, aerosol boluses delivered to different lung depths are
being used to quantify all aerosol mixing processes, except for Brownian diffusion, that are collectively
referred to as convective mixing [1]. The degree of aerosol bolus dispersion induced on a bolus transit-
ing the upper airway model is studied using RANS methodology. The ability of RANS in accurately
predicting the dispersion induced by the upper airway is discussed.
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Figure 1: Left: Comparison of normalized 2 component velocity magnitude at (a) Five millimeters
above epiglottis (b,c,d) One, two and three tracheal diameters downstream of larynx. Right: Velocity
magnitude and vector lines in the central-sagittal plane of the model.

2 MAIN BODY

Fluid Flow Results

As can be seen in Fig. 1, the LES Smagorinsky model does slightly better than the WALE model.
It is also interesting to see that DES performs as good as the Smagorinsky model. The time-averaged
velocity magnitude along with vector lines are shown for Smagornisky model at 30 L/min. The velocity
profiles are highly skewed with many recirculation zones due to the complex nature of the domain. The
flow entering through mouth-piece impinges on the tongue and accelerates as it moves through the
middle region of the mouth. At the end of the mouth, the flow takes a 90 degree bend and enters
the pharynx region. This acceleration and bending of flow may have considerable effect on particle
deposition. The vectorline representation shows recirculation regions in the epiglottis and upper part of
pharynx region as a result of the oropharyngeal jet. A sharp step at the end of pharynx on the posterior
side results in a laryngeal jet beginning from the glottal region and developing towards the anterior side
of trachea. This jet may also dominate the particle deposition on the anterior side of trachea. As a result
of laryngeal jet, there is a big flow separation on the posterior side.

Aerosol Deposition Results

Fig. 2 summarizes the simulated total deposition percentages for different particle diameters along
with the experimental curve fit of Grgic et al. [2], obtained from deposition measurements in 7 dif-
ferent model casts representative of over 80 image-based mouth-throat structures. For the 2 and 4 pum
particles, LES and DES show particle depositions that are much closer to the experimental curve than
those obtained with RANS k — w, while for the 8 and 10 um particles, RANS, LES and DES perform
equally well. Alternatively, RANS k£ — w with mean flow tracking, i.e. without EIM, consistently un-
derestimates deposition for all particle diameters greater than 2 pm. The same is true for the frozen
LES method. Considering that 5 um is generally referred to as the upper limit of the respirable range
for inhalation drugs (represented by the dash-dotted line in Fig. 2), our findings suggest that in the
mouth-throat geometry, the prediction of medication aerosol deposition inhaled at normal flow rates
were more accurate for LES and DES than for the RANS k£ — w model. At a first glance, DES can then
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Figure 2: Simulated total deposition (expressed as % of particles at model inlet) as a function of Stokes
and Reynolds number as defined by Grgic et al. [2]. The solid line represents the experimental best fit
curve. The dash-dotted line corresponds to a 5 um particle at 30 I/min. In case of RANS, ’4-’ represents
turbulent tracking i.e. considering EIM; ° X’ represents mean flow tracking i.e. without EIM.

be seen as the preferred method over LES due to reduced computational requirements. To be certain
regarding DES being better than LES, an additional LES simulation was performed on the DES mesh.
It is observed that LES did as good as DES for both fluid and particle phase. This clearly means that
LES would remain the preferred method among the models tested, as it obviates solving an additional
equation for v, required for DES. For the description of particle transport with diameters above 5 um
(e.g., in the upper range of air pollutant particle distributions) or for small diameters but inhaled at
greater inhalatory flows (e.g., dry powder inhalers), RANS with its vastly lower computational require-
ments suffices to adequately predict aerosol deposition.

Aerosol Dispersion Results

Fig. 3 shows the CFD simulated particle concentration traces at the model outlet, which were nor-
malized to their respective bolus peaks, for 250 ml/s (thick solid lines) and 500 ml/s (normal solid
lines). The bolus halfwidths corresponding to the CFD simulated particle concentration curves were
much smaller for exhalation than for inhalation at both 250 ml/s (HW;,, = 69 ml; HW,, =20 ml) and
500 ml/s (HW;y, =49 ml; HW,, =20 ml). Also superimposed on the inhalatory traces of Fig. 3A
are the corresponding analytical solutions with D =200 en? /s, for 250 ml/s (dotted lines) and 500
ml /s (dashed lines). In Fig. 3B, the analytical solution with D =25 en? /s is also displayed, merely to
illustrate the degree of underestimation of axial bolus dispersion for the exhalatory UAM configuration.
The marked difference in halfwidth between the CFD generated boluses in panels A and B of Fig. 3 is
in contrast to the very similar halfwidths obtained in bolus experiments with the upper airway model in
inhalatory and exhalatory configuration. Given that CFD tools are currently finding such a widespread
use in the prediction of the fate of aerosols in the lungs, and that the transitional laminar-turbulent flow
regime in the upper airway poses a particular challenge, it is recommended that the bolus dispersion be
used as a sensitive tool to validate emerging CFD approaches such as LES.
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Figure 3: Panel A: CFD simulated outlet profiles with the UAM geometry in inhalatory configuration for
flows of 250 ml/s (thick solid lines) and 500 ml/s (normal solid lines) and corresponding theoretical
solutions using D = 200 c¢m? /s for both flows. Panel B: CFD simulated outlet profiles with the UAM
geometry in exhalatory configuration for flows of 250 ml/s (thick solid lines) and 500 ml/s (normal
solid lines) and corresponding theoretical solutions using D = 25 cn? /s for both flows.

3

CONCLUSIONS

1. 5 wm is generally referred to as the upper limit of respirable range for inhalation drugs. For the
micro-particles below 5 um considered in the present study, LES and DES more closely match
experimental aerosol deposition than RANS.

2. RANS simulations for aerosol dispersion matched the experimental results for inhalation, but not

for exhalation, indicating that the turbulence models should be further scrutinized to adequately
simulate all aspects of aerosol transport in the upper airway.
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ABSTRACT

The flow in a realistic model of the human lung is numerically simulated at steady and unsteady inspi-
ration and expiration. A model of a human lung ranging from the trachea down to the sixth generation
of the bronchial tree is used for the simulation. The numerical analysis is based on a Lattice Boltzmann
method which is particularly suited for flows in extremely intricate geometries such as the upper human
airways.The results for steady air flow at inspiration and expiration for a diameter based Reynolds num-
ber of Rep = 1250 evidence secondary vortex structures and air exchange mechanisms. It is shown
that the asymmetric geometry of the human lung plays a significant role for the development of the flow
field in the respiratory system. Secondary vortex structures observed in former studies are reproduced
and described in detail. Additionally, results for the unsteady flow field for a whole respiration cycle
are presented. The solutions allow a detailed analysis of the temporal formation of secondary flow
structures whereas the time dependence is much more pronounced at inspiration than at expiration.

Key Words: computational fluid dynamics, Lattice-Boltzmann method, respiratory system, human
lung, unsteady flow.

1 INTRODUCTION

The understanding of the flow processes in the upper human airways is of great importance to develop
aerosol drug delivery systems and to improve the efficiency and usability of artificial respiration. Nu-
merous experimental and numerical investigations of lung flow have been conducted so far [1, 2, 3, 4, 5].
Most of the investigations are based on simplified models of the lung structure where the so-called
Weibel model [6] is the most common. In many studies only the first three to five generations are con-
sidered and a planar representation is favored for simplicity.

The present work focuses on the detailed investigation of the three-dimensional flow in a realistic model
of the human lung based on an actual lung cast. The geometry covers the trachea and the bronchial
tree down to the sixth generation. A silicon model of the same geometry has been experimentally in-
vestigated in [3]. The flow field is simulated via a Lattice-Boltzmann method (LBM) [7] where the
geometry is represented by an automatically generated Cartesian mesh. Unlike former numerical and
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experimental investigations, in which a simplified geometng waed, the present method can be effi-
ciently applied to variable, realistic airway geometries. For instance the flow field downstream of the
laryngeal region has recently been investigated in [8] by an LBM. The numerical results allow an ex:
tended analysis of the three-dimensional flow structures observed in [3].

The steady flow field at inspiration and expiration has been simulated for a constant mass flux. Furthe
more, the flow field at time dependent inhalation and exhalation has been computed. The results mair
serve to fundamentally understand the three-dimensional flow structures within the upper bifurcation
of the human lung under normal breathing conditions and the time-dependent development of the flo
field. In this extended abstract, the main results for the steady and unsteady flow field at inspiration ar
expiration are outlined and some conclusions are drawn.

2 RESULTS

2.1 Steady flow field

To understand the global structure of the flow field, simulations have been performed for steady insp
ration and expiration at a constant Reynolds numbeRe#f = 1250. The value forRep is based

on the hydraulic diameter of the throat and corresponds to a volume flux of 240 ml/s. To validate the
solutions, the results have been compared with experimental data (Fig. [1]) obtained by Particle Imag
ing Velocimetry (PIV) measurements [3]. The velocity distributions and contours in the left primary

bronchus at four cross sections described in Fig.[2] (left) are shown in Fig.[2] (center and right).At
inspiration Fig. [2] (center) shows that the main mass flux is located near the lower wall indicated by ¢
high stream-wise velocity. Downstream of the first bifurcation a pair of counter-rotating vortices devel-
ops in which air is transported away from the high speed region along the outer walls. The vortex pai
has also been observed in the experiment [3]. Additionally, the analysis of the numerical data emph:
sizes the strong asymmetry of the vortical structures. When the next bifurcation is reached, the vortice
do separate and each one enters a branch of the next bronchial generation as shown in Fig. [2] (d)
inspiration.

At expiration the stream-wise velocity is fully distributed and the indicated vortical structures clearly
possess a much smaller ratio of azimuthal momentum to stream-wise momentum than at expiration.

conclusion, the findings of the steady flow field confirm that much more secondary flow structures ar
generated at inspiration than at expiration.

2.2 Unsteady flow field

In order to investigate the temporal development of the secondary flow structures, extensive simul:
tions concerning the unsteady behavior of the flow field during oscillating respiratory ventilation have
been performed. Simulations of oscillating flows have been conducted for a peak Reynolds numbe
Rep = 1050 and a Womersley number = 3.27 corresponding to a breathing period Bf= 3.7s

which describes a normal respiration at rest. The temporal change of the mass flux has been prescrit
by a sinusoidal curve. The results evidence that the temporal rate of change of the velocity at initiat
ing inspiration has a strong impact on the development of the flow field in the bifurcations. When the
mass flux peaks, the flow field is almost identical with the steady case distribution. The elementar
vortical structures and the high speed region which have been observed at maximum inspiration a
already encountered at a Reynolds numbeRef, = 590. This is in agreement with the experiment
where the size of the counter-rotating vortices has been found to be Reynolds number independent
long as it is above a critical level. At expiration the overall flow structure does not appear to change
noticeably in time. The comparison with the time dependent PIV findings from [3] shows the temporal
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behavior of the numerically determined flow field to be in gooaagrent with the experimental results.

3 CONCLUSIONS

The flow field in a realistic model of the human lung at steady inspiration and expiration and at unsteady
respiration has been simulated via the LBM. The LBM has proved to be an efficient tool to simulate
flows through highly intricate geometries.

The steady flow field at inspiration and expiration has been analyzed for a constant flow rate of 240 ml
The visualization has evidenced the intricate three-dimensional character of the flow field. A pair of
counter-rotating vortices and a region of high speed flow have been observed downstream of the first
bifurcation in the left bronchus. The results have been compared with PIV measurements and showed
to be in very good agreement with the experimental findings.

In order to evidence the impact of an oscillating mass flux, the unsteady flow field has been analyzed at
a Womersley number af = 3.27 and a maximum Reynolds number Bt = 1050. At inspiration

the growth of the vortical structures in the left branch of the first bifurcation has been investigated in
detail and evidenced a strong dependence of the shape and size of the secondary flow structures on the
instantaneous mass flux. At Reynolds numbers greaterRagn= 600 the overall shape of the flow

field does not change. At expiration the steady and unsteady flow solutions are found to be very similar
since hardly any secondary flow structures have been observed.The obtained results reveal insight into
the overall structure of the flow field in a realistic lung geometry and emphasize the unsteady character
of the flow field when the flow conditions reverse. This knowledge is essential for the improvement of
artificial respiration devices and for the development of aerosol drug delivery systems.
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Figure 1: Velocity contours and vectors for inspiration (upperd expiration (lower). Experiment (left)
and numerical solution (right).

REFERENCES

[1] J. K. Comer, C. Kleinstreuer, C. S. Kim, Flow structures and particle desposition patterns in double-
bifurcation airway models. Part 1. Air flow fields 435 (2001) 25 — 54.

104



Magn.
[/ mfs

.0.80

0.64
0.48
0.32
0.16

Figure 2: Left: Definition of the location of the cross sectiolsplane velocity distributions (arrows)
and axial velocity contours (color) at steady inspiration (center) and steady expiration (right).

105



[2] N. Nowak, P. P. Kakade, A. V. Annapragada, Computationaiddlynamics Simulation of Airfoil
and Aerosol Deposition in Human lungs, Annals of Biomedical Eng. 31 (2003) 374 — 390.

[3] S. GroRe, W. Schroder, M. Klaas, A. Klockner, J. Roggenkamp, Time resolved analysis of steady
and oscillating flow in the upper human airways, Experiments in Fluids 42 (2007) 955-970.
doi:10.1007/s00348-007-0318-y.

[4] S. GroRe, W. Schroder, M. Klaas, Time-Resolved PIV Measurements of Vortical Structures in
the Upper Human Airways, in: Particle Image Velocimetry, Vol. 112/2008 of Topics in Applied
Physics, Springer Berlin/Heidelberg, 2008, pp. 35-53.

[5] C.van Ertbruggen, C. Hirsch, M. Paiva, Anatomically based three-dimensional model of airways
to simulate flow and particle transport using computational fluid dynamics, J. Appl. Physiol. 98
(2005) 970-980.

[6] E. Weibel, Morphometry of the human Lung, Springer Berlin, 1963.

[7] R. Benzi, S. Succi, M. Vergassola, The Lattice Boltzmann Equation: Theory and Applications,
Physics Reports 222 (No. 3) (1992) 145-197.

[8] C. G. Ball, M. Uddin, A. Pollard, Mean flow structures inside the human upper airway, Flow,
Turbulence and Combustion 81 (2008) 155-188.

106



1st International Conference on Mathematical and Computational Biomedical EngineENMBE2009
June 29 - July 1, 2009, Swansea, UK
P.Nithiarasu and Ré#&hner (Eds.)

Forcing of low Reynolds Number Alveolar Flows in the Lung

David Borer
ETH Zlrich, Institute of Fluiddynamics, Sonneggstr. 3, 809Rizh, Switzerland,
dborer@ifd.mavt.ethz.ch

Thomas Risgen
ETH Zlrich, Institute of Fluiddynamics, Sonneggstr. 3, 809Rizh, Switzerland,
roesgen@ifd.mavt.ethz.ch

ABSTRACT

The air flows deep inside the lung are not only important in gas exchange processes but they also det
mine the efficiency of particle deposition and retention. The study aims at quantifying the possibility
and efficiency of external forcing, relying on the mechanism of internal acoustic streaming. A viscous
oscillating boundary layer flow is converted into a steady, viscosity-independent bulk motion which is
very efficient at low Reynolds numbers. The streaming can be controlled by external parameters (e
citation amplitude, frequency, beam shape) and may thus be of diagnostic and therapeutic relevan
Numerical simulations are performed to analyze the flow patterns in 3D model geometries and to me:
sure deposition rates.

Key Words: lung flows, particle deposition, acoustic streaming.

1 Introduction

In order to exchange oxygen and carbon dioxide within the body, blood and air must be brought int
close contact over a large surface area, nearly the size of a tennis court (approxird@teR) in the
human lung. For this to happen in an orderly fashion, a system of branched airways that have the
origin in the trachea has evolved to connect all of the 300 million alveoli, which constitute the gas
exchanger, to the outside air.

In the human and mammalian lung, the airways are built as dichotomous (dividing into two parts) trees
In the human lung, this repeats for approximately 23 generations, and since the number of branch
doubles with each generation, there will be approxima2ély(or 8 million) end branches, generally
called alveolar sacs. This, of course, remains an average value as the number of branching generatit
needed to reach the alveolar sacs is quite variable (from about 18 to 30).

The airway tree is thus divided into two major functional zones: the first (approximately) 14-16 gener-
ations consist of conducting airways. This is followed by about 9 generations of acinar airways wher:
axial channels (called alveolar ducts) are enclosed by a sleeve of alveoli with gas exchange tissue
their surface. A useful definition is the acinar generation numbavhich will be defined by’ = 0 at
airway generation 15 and going 16 = 8 for the alveolar sacs.

This work is concerned with investigating aerosol deposition rates and possible enhancement measur
such as induced acoustic streaming.
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2 Flow regime

With appropriatenon-dimensional variables the Navier—Stokes equation can be written as:
Wo?2% + Re(u-Vu) = —V(p/p) + V?u

The Reynolds numbeRe gives the relation between inertial and viscous forces. For pipe flows the
critical Reynolds number at which laminar—turbulent transition occurs, is areuzgi0.

The Womersley numbédio = % (%)1/2 providesa measure of the importance of the unsteady term
compared to the viscous term. It appears originally in the solution for a laminar flow in a circular pipe
driven by a sinusoidally oscillating pressure gradient [6]. B&r > 1 the velocity profile differs from

the well-known parabolic Poiseuille profile for laminar flows, with a plug flow in the bulk of the pipe
and an out—of—phase flow near the walls.

Figure 1 shows the governing parameters for sedentary tidal volum
breathing at) = 18 [/min. Airway diameters are taken from Fin- "
lay [1]. In the acinar region the governing equation can therefore be o= - vy
written aspuV2u = Vp. This is called Stokes flow (or creeping flow), ,.-
which is a laminar viscous flow without explicit time—dependance. By
neglecting the convective term, the equations are linear. This allows fof e etz *
superposition of basic solutions.

Figure 1:Re, Wo atGen.z.

3 Acoustic streaming

Acoustic streaming is a steady current forced by the viscous damping and rectification of high frequency
(acoustic) oscillations. By decomposing the velocity into a first order oscillating (i.e. acoustic) particle
velocity and a second order steady (i.e. streaming) velocity, a set of equations can be derived (Nyborg

[4]):
quug —Vps+ F =0, where F = —po(us-Vus +u1V -uy).

Here,(-) denotes a temporal averaging operator. Steady streaming flows can occur around solid bound-

aries, with an amplitude, ~ 3—; that isindependent of viscosity. An oscillatory flow over a solid
surface must vanish on the surface due to the no—slip condition. The vorticity generated at the wall
spreads diffusively with diffusivity,, so that wall effects are effectively confined to a distance over
which vorticity can diffuse in one cycle before it is annihilated. This confined, oscillatory boundary

layer (also known as a Stokes layer) is of size , /%”, wherew is theangular frequency of the acous-
tic excitation. The flow field can therefore be split into two regions: a rotational flow in the near wall
region and an irrotational flow outside the boundary layer.

Such a flow field may be characterized using a dimensionless frequency pard!rheieg \/% which
wasintroduced in [7].D is the characteristic diameter of the hemispherical cavity, 27 f the angular
frequency of oscillation, and the kinematic viscosity of air. The paramefdrtakes the same form as
the Womersley number, but in this case may be interpreted as the ratio of a body length $oale
viscous length scalé

Experiments were carried out with an elastic spherical cavity in an acoustic field by J. Sznitman, [5].
For the frequencies investigated, the resulting frequency parameter ranges hefweéi20 — 306],

and the generated flows are steady and reproducible. The streaming flow in the sphere (excluding the
Stokes layer) is essentially a creeping flow and can be solved for by expanding the pressure field in
a series of solid spherical harmonics, for more detail see [2,3]. This results in a set of solutions for

108



the velocity field, which can be identified in the experimental results. For an alveoldisoeter
D ~ 200 pum the frequency scales to the orderlai/ H z.

Figure 2 shows as an example the experimental and corresponding analytical result, as well the flo
field obtained in the CFD calculation fdf = 306. On the right are the analytically derived velocity
equations for a sphere of unit radius.

u z(322 + Ty? + 522 — 3)
v | =Uo | —y(72? + 3y? + 522 - 3)
—2z(z —y)(z +y)

a)

Figure 2: M=306: a) Experimental (Sznitman [5]),
b) analytical, c) CFD.

4 Results and Conclusions

For a simple duct model of an alveolus of the acinar generafios 4 the streaming is simulated

under self similar breathing motion, which is modelled with by the sinusoidal scale funtction=

Ly {1 + g (1 — cos (wt))}. The velocity boundary condition of the alveolar walls is set to the ana-
Iytically derivered expression. The main unknown in this approach is the amplitude of the acoustic
streaming velocity. Therefore the simulations are intended to demonstrate and quantify the effect of tt
streaming on the particle deposition for varying streaming intensities. We calculate the streaming fc
different velocity ratiosi, = W which are set set t¢0.01, 0.03, 0.1}. This is in the range

of streaming velocities encountered in the experiments. Two breathing cycles were calculated with tr
commercial CFD package Ansys CFX.

//
a)d Z
Figure 3: Cavity flow without stream- Figure 4:Particle paths at/ = 306:
ing, singleparticle path on left. a)i, = 0.1, b)a, =0.01.

Figure 3 shows the flow field for the case without steady’%?s| ——, .
streaming. The near reversible character of the particle trans;g,| | —o—m=306
port is demonstrated on the left by the single particle pagh S s
over two breathing cycles. If streaming is included, the parﬁ-o'015 ——
cles exhibit a much more complex behavior due to constgnp.o
streaming velocities perpendicular to the undisturbed flgw
(Figure 4). This leads to more particles entering the alveo-
lus, leading to a higher deposition rate. The residence time in
the alveolus is also greatly increased. ' /

uacst uduct

0

In Figure 5 the deposition efficiency is calculatedrgsV, _ . .
wheren is the number of particles deposited in the alveolfiilduré 5: Deposition efficiency for

and N is the total number of particles simulated. The effet@/ying \alues ofMf andi,.
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varies depending on the flow field induced, e.g.Mdn Forlevels of streaming two orders lower than
the duct velocity an effect is still observable. Even if the streaming that can achieved in the lung is
lower, this might still have a significant effect on the particle mixing and deposition.
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ABSTRACT

Inversion of posture from supine to prone is known to influence the distribution of ventilation and
perfusion within the lung. Relatively recent measures have shown that the change in flow gradients
measured in these respective postures are largely due to tissue deformation with only a minor effect of
postural change on the distribution of ventilation and perfusion gradients within the isolated conducting
networks [1]. In order to more fully understand the interaction between parenchymal tissue mechanics
and pulmonary blood flow we have developed a subject-specific model of regional pulmonary blood
flow coupled to a model of soft-tissue deformation. This has enabled us to investigate the effect of
posture and lung volume on tissue behaviour and pulmonary blood flow.

Key Words: subject-specific models, blood flow, tissue mechanics.

1 INTRODUCTION

A large amount of interdependence exists between various components within the lung. Function of
both the blood and air transport systems are dependent on material properties and resultant mechanical
behaviour of the parenchymal tissue to which each transport tree is tethered. Using a validated theoreti-
cal model to understand the interdependence between structure, fluid transport, and mechanical function
in the lung provides the advantage of exact control over functional parameters and the geometry of the
solution domain. A computational model of the pulmonary blood flow network coupled to a model of
parenchymal soft-tissue mechanics has been developed to examine the dependence of pulmonary blood
flow distributions on elastic recoil pressures exerted by the parenchymal tissue and tissue deformation
when the lung is in different postures and at different volumes.

2 MAIN BODY

2.1 Subject-specific models
We use a combination of MDCT (multi detector computed tomography) data and computational al-

gorithms to construct subject-specific models of the lung and pulmonary arterial blood vessels. The
human imaging data applied in the current study was acquired at the University of lowa Comprehensive
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Lung Imaging Center (I-Clic). The imaging data forms part of an imaging-based Human Lung Atlas
that is currently under development [2]. The geometry of the left lung of a single subject was modelled
and used for simulation in this study.

A curvilinear finite element volume mesh was fitted to the geometric data points that were calculated
to lie on the rendered MDCT lung surface at TLC (total lung capacity). A second pleural surface was
fitted to surface data for the lung at FRC (functional residual capacity). The lung was considered as
a continuous solid, and the lobes were not modelled separately. The computational and visualisation
software package CMISS (www.cmiss.org) was used for geometry fitting, and for later computation of
tissue stress and strain and blood flow calculations.

The largest blood vessels were also extracted from MDCT data. A volume-filling branching algorithm
was applied [3] within the lung volume to represent the geometry of additional blood vessels unidenti-
fiable via imaging.

2.2 Soft-tissue mechanics (finite deformation elasticity)

Volume changes of the lung are predicted using equations describing finite deformation (large strain)
theory. The parenchymal material is described using a strain-energy density function with coefficients
such that uniform inflation pressures are approximated to be 5 cm H2O at FRC and 25 em H20 at TLC.
The reference geometry is taken as a uniform scaling from TLC to 25% of TLC.

Volume change and distribution of stress and strain were compared at FRC and TLC in the prone and
supine postures under a normal gravitational load (9.81 1m.s~2). The deformed lung model is contained
by a contact ’pleural’ body that changes geometry from TLC to FRC. Contact is enforced between the
lung and the pleural surfaces, but the lung is free to slide within the cavity. An important point to note
is that the shape of the cavity did not change between postures: in each case the cavity shape was that
of the surface geometry for the supine (imaged) lung. Neither the heart, chest wall, nor diaphragm was
displaced during inversion of posture.

Elastic recoil pressure was calculated as the average of the principal Cauchy stresses. The mean elastic
recoil pressure can be considered as an estimate of the pleural pressure magnitude. Elastic recoil pres-
sure varies within iso-gravitational slices, with more variation evident when the model is supine. Figure
1(a) and (b) illustrate the surface (pleural) pressures developed in the lung model in response to gravity
in the prone and supine model, respectively. The same colour scale is used for each simulation ranging
from approximately 3 (dark blue) to 7 (red) cm H2O. The tissue is pulled in the direction of gravity, but
the displacements are smallest in the prone lung.

Height (%)
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Figure 1: Tissue mechanics predictions at FRC: Pleural pressures on the lung surface in (a) prone
and (b) supine postures. Spectrum: 3-7 cmH>O. (c) Normalised tissue density versus vertical height
(dorsoventral axis) for the model (prone and supine) and MDCT measurements (supine). Results are
presented as averages within 10 mm thick iso-gravitational sections (4 standard deviation). 0% height
corresponds to the dorsal surface for the supine results, and the ventral surface for the prone results.
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Comparisons are made between tissue density measurement and the model prediction for the left lung
of a single subject at FRC. Figure 1(c) plots the normalised (relative to mean) density distribution
with respect to gravitationally-dependent height (dorsoventral axis) for model predictions in the prone
and supine posture and values calculated from the MDCT imaging (supine posture) for this subject.
These results display the close correlation of model predictions with imaging measurements. Model
predictions show a more uniform tissue density in the prone posture which agrees with experimental
measurements [1,4].

2.3 Blood flow coupled to tissue deformation

By applying conservation of mass, the 1D Poiseuille flow equation, and an empirically-based pressure-
radius relationship we predict pressure, radius, and flow distributions within the arterial model. By
assuming steady-state, fully-developed laminar flow within vessels of constant radius, the Poiseuille
equation gives an exact solution to the Navier-Stokes equations. Pressure boundary conditions are
applied at inlet and outlet locations in the model.

The vascular model is embedded within the lung volume finite el-
ement mesh and the coordinates of the arterial model are updated
based on the lung tissue deformation vector at different lung vol-
umes and in different postures (Figure 2). The deformation of
the blood vessels within the parenchymal tissue is reflected by a
change in the length and radius of each vessel, which influences
the vascular resistance. The elastic recoil pressure acting on each
vessel is predicted from the soft-tissue mechanics model. This

pressure is included into the clastic vessel pressure-radius rela- Figure 2: Pressure in the upright
tionship. arterial model of the left lung: (a)

. . FRC (50% lung volume), (b) TLC
With the coupled mechanics-flow model we can calculate perfu- (100% lung volume). Spectrum:

sion gradients using different methods of normalisation. Figure 0.6 (blue) to 3.4 (red) kPa.

3 displays (a) blood flow, (b) density, and (c) density-normalised

blood flow per voxel in the supine model at FRC plotted with respect to vertical height (dorsoventral
axis). A voxel volume of 250 mm? is used for this analysis. After normalisation of blood flow to tissue
density the gradient is reduced from -6.1%/cm to -2.1%/cm illustrating the large influence of tissue
density on perfusion gradient, previously highlighted via imaging measurements [1,5].
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Flow per voxel (rel to mean) Flow per density (rel to mean)
Slice data : Linear fit Slice data : Linear fit Slice data : Linear fit

Figure 3: Blood flow predictions in the supine arterial model at FRC. (a) Blood flow (relative to mean),
(b) tissue density (g/cm?) and (c) density-normalised flow (relative to mean) per voxel plotted against
vertical height (dorsoventral axis). Voxel volume=250 mmS3.

A large amount of blood flow heterogeneity was observed within iso-gravitational planes in all postures
and lung volumes. Maximal flow rates were present in the central regions of the lung with persistent
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regions of decreased flow in the more peripheral regions indicating that vascular geometry plays a key
role in governing the distribution of flow [6].

3 CONCLUSIONS

We have developed a model of soft-tissue mechanics to predict tissue density and elastic recoil pressures
within the lung at different volumes and in different postures. A model of blood flow within the arterial
network has been coupled to this model to enable realistic predictions of regional blood flow within the
lung under various conditions.

We have used a combined approach of imaging and computational modelling to study the uniformity of
tissue density and elastic recoil pressure. Results suggest that an underlying feature of the prone posture
is a more uniform density distribution and less heterogeneity in density or elastic recoil pressure than
when in the supine posture. These differences are present even in the absence of heart, chest wall, or
diaphragm displacement, although they are expected to be exaggerated by any displacements or shape
changes that are associated with the change in posture.

Blood flow results show increased flow towards the dependent lung region, however after normalisation
by tissue density the flow gradient is greatly reduced. This confirms the hypothesis that flow gradients
are largely influenced by lung tissue distribution.
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ABSTRACT

We propose a Lagrangian particle method for the simulation of multiphase flows with surfactant. The
transportation model of the surfactant accounts for advection and diffusion of surfactants on an arbitrary
interface and in the bulk phase. Within our method, we can simulate insoluble surfactants as well
as interfacial transportation such as adsorption or desorption. The method is validated with analytic
solutions for the isolated physical phenomena of surface diffusion and surfactant dynamics. More
complex simulations of the oscillating bubble experiment, the bubble deformation in shear flow and the
Marangoni-force driven bubble show the capabilities of this method to simulate interfacial flows with
surfactants.

Key Words: surfactant dynamics, dynamic surface tension, surface diffusion.

1 INTRODUCTION

The presence of surfactant in the liquid-lining layer of pulmonary alveolar structures has a major im-
pact on the surface tension at the air-liquid interface. With increasing surfactant concentration at the
interface, surface tension decreases and consequently the breathing process is influenced, i.e., the work
required for respiration is reduced [1]. Furthermore, many engineering and scientific applications use
the effect of surfactants on interfaces, e.g., to manipulate the deformation of drops and bubbles in shear
flows [2].

Experimental investigations on the behavior of lung surfactant in vitro frequently use a bubble surfac-
tometer [5, 7]. With this instrument, a nearly spherical bubble of air is formed at the end of a narrow
tube and exposed to a liquid suspension containing surfactant. Oscillating the bubble volume with
time, the dynamic behavior of the surface tension due to the surfactant at the air-liquid interface can
be measured. The surface tension is not measured directly but rather the pressure drop across the bub-
ble surface (pulsating bubble surfactometer [3]) or the changing shape of the bubble (captive bubble
surfactometer [8]) is estimated.

To the knowledge of the authors, this is the first time a multi-phase SPH method is proposed to sim-
ulate multiphase flows with surfactants. The model is based on the multi-phase smoothed particle
hydrodynamics (SPH) framework in Hu and Adams [4]. The main advantage of the Lagrangian formu-
lation is the adaptive interface representation. Therefore no complicated interface tracking or capturing
technique is needed and the simulation of more complex cases including more than two phases is
straightforward. The surfactant dynamics are written in conservative form. Thus, mass conservation of
surfactant is ensured. On the interface, we solve a diffusion equation for the surfactant and due to our
Lagrangian method advection is naturally included. The exchange of surfactant between the interface
and the bulk phase follows an adsorption-limited model taking into account adsorption and desorption
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[7]. As constitutive equation to determine the surface tension in dependence of the interfacial surfactant
concentration two linearly isothermal regions are used.

2 RESULTS AND DISCUSSION

The present numerical method is validated with analytic solutions for the isolated physical phenomena
of diffusion and surfactant dynamics. As an example, Fig. 2(a) shows the results for the surface dif-
fusion on a drop interface. To show the capabilities of this method to simulate interfacial flows with
surfactants we perform more complex simulations like the Marangoni-force driven bubble, see Fig.
2(b). Here, the force caused by a surface tension gradient along the interface produces a counterclock-
wise rotation and moves the bubble down.
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Figure 1: (a) Validation of the surface diffusion model. (b) Vectorplot of the particle velocities for the
Marangoni-force driven bubble.

After validating our model, we simulate the oscillating bubble experiment and study the effect of sur-
factant diffusion in the bulk phase. Fig. 2(a) shows the temporal evolution of the bulk surfactant
concentration directly underlying an interface with and without considering the diffusion effect. In
agreement with Morris et al. [6] we find that diffusion effects in the bulk phase can be dominant and
strongly affect the surface tension loop, see Fig. 2(b). In these cases the bulk phase is assumed to be in-
finitely large. For the more realistic situation, where the liquid layer has only a certain width, diffusion
effects are expected to be even more pronounced than seen in this example.

3 CONCLUSIONS

We implemented a new model based on a smoothed particle hydrodynamics formulation to simulate
the dynamic behavior of surfactants on interfaces. So far, we have applied our model to simulate
the adsorption to a constant-area bubble of air suspended to a liquid solution containing surfactant
and the dynamic behavior of surface tension while oscillating the bubble size. In both cases we were
able to predict the transient behavior of the transportation from the bulk solution to the interface with
reasonable accuracy. Our simulations confirm the findings of Morris et al., who simulated as first the
influence of the diffusion process in the bulk phase on the dynamic cycling based on a one-dimensional
model.
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Figure 2: Comparison between the adsorption-limited (D — oo) and the diffusion-limited model (D =
4-1073m?2/s). (a) Evolution of the surfactant concentration in the bulk phase directly underlying the
interface. (b) Corresponding surface tension loops.
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1. INTRODUCTION

Several lung models have been recently developed to explore variability and heterogeneity as mechanisms
for changes in lung function in obstructive lung diseases such as asthma'?. These models incorporate
recent advances in understanding of airway function and provide mechanisms for the development of
spatial heterogeneity and patchiness of airway ventilation observed using lung imaging techniques. Such
spatial heterogeneity must evolve temporally, and may lead to changes in lung impedance that can be
measured using the forced oscillation technique. However, the contribution of temporal variation to
changes in airway impedance is not understood. Airway resistance (Rrs) recorded by the forced oscillation
technique exhibits temporal variability, attributed to both tidal fluctuation in airway diameter and variations
in airway smooth muscle activity. However, while variation of Rrs has been recently quantified, it is
unknown how much of the variation of Rrs can be attributed to airway smooth muscle activity***"*. Here
we present a branching airway lung model to simulate airway diameter variation and compute variation in
Rrs.

Using an anatomically correct 64895 airway tree provided by M. Tawhai (U. Aukland) that uses a Monte
Carlo volume filling method’, we have constructed a multi-branching model that allows for temporal
variations. A graphic of the airway tree up to twelve generations is shown in Figure 1 where each colour
indicates a different generation. The impedance was calculated at the mouth, thereby incorporating the
entire airway tree, using a lumped element approach. This static model was altered so that it could be
driven by input volumetric flow at the airways, breathe with fixed tidal volume, and airway diameters could
be controlled to simulate airway narrowing. We simulated airway narrowing that would result from
activation of airway smooth muscle ASM including randomized distributed airway calibre constriction for
every airway throughout the tree. The resulting distribution of lung resistance from the multi-branching
system was compared to a simplified single airway model. Both Gaussian distributed airway constriction
and uniform distribution were used in both models. The effect of breathing was also simulated, via
sinusoidal tidal volume changes and heterogeneous patchy ventilation, by selectively closing chosen
regions of the lung.
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Figure 1. The airway tree displaying to twelve generations, of the 26 generation
airway tree comprising 64895 airways, each modelled as a resistance with time
varying diameter and terminated by an elastance element.

2. MAIN BODY

Methods: Similar to Tgavalekos et alz, each airway was modelled as a tube with Newtonian resistance.
The total airway resistance for the lung, Rrs, was computed during each time step, and each airway
diameter was updated 200 times per breath. The airways were linked by boundary conditions at each
airway having equal pressure at a junction and a pressure drop due to Poiseuille resistance across an
airway. Flow was considered incompressible and was fractioned into downstream branching airways based
on the impedance ratio of the higher generation (smaller diameter) airways found at the junction. Airway
diameters were then varied by increasing amounts of airway constriction according to different distribution
functions at each time step described below. For each parameter set, the model was simulated for 10
breaths, totalling 40 seconds, providing 2000 points of airway pressure and flow for the calculation of the
distribution of Rrs.

Distribution functions: Two different distribution functions were used to vary the airway diameters, but
the mean diameters were adjusted in separate simulations with narrowing by 2.5, 7.5, 12.5, 17.5,22.5, and
27.5%. Gaussian distributed airway diameters was simulated with a standard deviation of 10% of the
constricted airway diameter, thus keeping the coefficient of variation constant in each simulation. For
comparison the resistance of the single airway model was assigned a baseline diameter as the average
diameter of the multi-branch model up to the twelve generations that were studied then adjusting the length
of the single airway to 57 cm to achieve an equal resistance to the multi-branch model. Uniformly random
distributed airway diameters were also simulated, with the range of the diameter distribution equal to the
constriction percentage given above. Constriction either occurred coherently with all airways varying
together or incoherently with all airways free to vary differently but within the distributions. Variation in
airway constriction with breathing was simulated by employing the uniformly random distributed
constriction model with tidal variation in airway diameter. Finally, a model with variation in airway
constriction with breathing with enforced patchiness of ventilation was simulated by narrowing a branch at
either the 8™ generation (Fig. 3¢) or the 4™ generation (Fig. 3d) to 10% of its initial diameter.

Results: When we varied airway constriction with fixed standard deviation Gaussian distributed airway
diameters, we found that with a single airway (Fig. 2, left panel) Rrs was distributed approximately log-
normally and that with increasing airway constriction the mean Rrs increased and the variation in Rrs
increased. Indeed, the standard deviation increased proportionally to the mean Rrs yielding a coefficient of
variability of ~0.46 for the single airway and coherent multi-branch model, and 0.05 for the incoherent
multi-branch model. Comparing the results from the applied constriction in Figure 2 shows that the
coherently varying multi-branch model (Fig 2¢) had similar histograms of Rrs to the single airway model,
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as would be expected since each airway is behaving identically, while the multi-branch model with
incoherent variation (Fig 2b) exhibits similar rightward shifts in mean Rrs but less variation. This smaller
variation in Fig. 2b is emergent phenomena, since it cannot be predicted using a simplified single airway
lumped element model and requires the multi-branch model before this behaviour is exhibited. This
behaviour occurred because some airways narrowed while others compensated for this at the same point in
time by dilating. This could mean that in the constricting lung in vivo variation should decrease relative to
changes in mean airway resistance. However, it may be that in a diseased lung, some regions would exhibit
some coherent changes in airway diameters, due to similarities in local airway remodelling and possibly to
the serial structure of the airway, leading to cascading of airway narrowing'. Thus a more realistic scenario
would be behaviour somewhere in between Figures 2b and 2c.
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When the airway diameters were permitted to vary within a uniform distribution incoherently (Figure 3a),
results were similar to Gaussian distributed airway diameters (Figure 2b), but the variation of the effect of
compensation was stronger, narrowing the distribution in Rrs relative to the Gaussian distributions, which
may be due to small differences in standard deviations or the shape of the distributions. However, when
breathing was then added to the model using a controlled tidal volume in Figure 3b, the distributions
widened approaching behaviour in between Figure 2b and 2c.

When patchiness of ventilation was incorporated with dramatically narrowing an 8" generation airway to
10%, we found further increases in mean Rrs and further broadening of the distribution of airway resistance
(Figure 3¢). When patchiness was increased by constriction of a fourth generation airway, we found a
further rightward shift of the airway resistance, as expected, coupled with greater increase in airway
diameter variation (Figure 3d). It is important to note that the imposed large scale heterogeneity in a single
airway constriction can significantly increase variation in Rrs. Interestingly, the distribution functions
appear to develop two peaks or modes near their edges particularly at lower levels of airway constriction.
This is likely due to the choice of sinusoidal variation in airway diameter for tidal ventilation, giving
greater residence time for variation at the limits of inspiration and expiration.

Distribution functions of Rrs from healthy subjects and asthmatics have been previously reported and
appear largely lognormal. Thus the above distributions are similar to those previously reported™*. Diba et
al. and Lall et al. reported that the standard deviation of airway resistance was correlated with mean or
median airway resistance. We have shown that this occurs with both signal airway models and also with
multi-branch models, but when airway diameter variation occurs incoherently this breaks down and
resistance and variation in resistance become decoupled (Figure 2b). However, the behaviour is to reduce
variation relative to the mean, but all reports indicate increased variation with airway narrowing.

Figure 3d shows that with imposed patchiness of ventilation, the standard deviation is increased greatly
compared to homogenous (albeit random) constriction shown in Figure 3b. This is important, since we have
previously reported that changes in variation more frequently exceed changes in airway resistance, either in
substantial constriction in healthy adults’ or in dilation in children with asthma®. This may have been due

to heterogeneous airway constriction in the adults or relief from heterogeneous constriction in the children
with asthma.
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Figure 3. Comparing histograms using the same amount of ASM with combining of
more physiological mechanisms. Starting a.) with random variability at various ASM,
b.) adding breathing, c.) adding a small amount of heterogeneity, and d.) adding a large
amount of heterogeneity.

3. CONCLUSIONS

These results indicate that variation in Rrs can be measured and can indicate effects of temporally and
spatially heterogeneously varying airway calibre. Multi-branching models show more realistic trends when
compared to FOT data by accounting for spatially incoherent variation and asymmetric distributions.
Results predicted from single airway models can easily oversimplify the dynamics of a human lung. More
importantly, with physiological realistic distributed constriction, variation appears to follow reported
measured variation in airway resistance.
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1. INTRODUCTION

Since a large number of patients admitted to the intensive care unit require artificial ventilation
support, the development of lung protective ventilation strategies is an important subject in
biomedical research. The central airways of the lung are a complex system of bifurcations and
pipes with characteristic diameters ranging from approx. 15 mm to 20 mm at the trachea to
approx. 50 um to 250 pm at alveolar level. The primary objective of the lung to ensure the gas
exchange is therefore intimately depending on the fluid mechanical transport mechanisms
governing the complex branching system. For patients suffering from adult respiratory distress
syndrome (ARDS), acute lung injury or at the worst from acute lung failure, mechanical
ventilation is the fundamental life saving therapy but even after years of practical experience and
research the mortality rate is still high. This is related to inspiratory lung epithelia overstretching
and repeated collapse and re-expansion of alveoli which results in adverse shear forces which
tend to aggravate the aetiopathology finally leading to ventilator associated lung injury (VALI).
In case of artificial ventilation support with the necessity of using airway management devices
(i.e. endotracheal tubes) the complexity of the system even increases and a complete
understanding of the ventilation and oxygenation mechanisms is of major interest in order to
ensure protective oxygenation and ventilation of the patient.

In this particular study the effect of endotracheal tubes in combination with different gas mixtures
on the resulting flow regime in models of the upper central airways is investigated. In a second
step, special interest is laid on the distribution of gas in a 4th generation model of a lung and
parametrically varied tube positions and orientations. Finally, first results of a newly implemented
open boundary condition for oscillatory flow will be presented. The total pressure boundary
condition allows for simulating the oscillatory flow in a model of the upper central airways
during a complete ventilation cycle (inspiration and expiration) and should allow for in- and
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outflow at the same time depending on the local flow field in the vicinity of the boundary
condition. In future, this boundary condition will be linked to a transfer function for taking into
account the behavior of the numerically not resolved parts of the lung (e.g. compliance and
resistance, shunt, pendeluft, and gas exchange).

2. Impact of Endotracheal Tubes and Gas Mixtures on the Flow Field

According to Haberthiir et al.[1] and Guttmann et al.[2], in tracheally intubated and mechanically
ventilated patients, expiratory resistance of an endotracheal tube or a tracheostomy can cause
dynamic lung hyperinflation by impending lung emptying. Furthermore, analysing experimental
data from animal HFO ventilation experiments and results from experiments in the magnetic
resonance tomograph at the University of Mainz focusing on the governing flow field in a generic
trachea with endotracheal tube as well as from other research groups (e.g. [3]) it became apparent
that the flow in the endotracheal tube strongly affects the flow field in the lung. Another
important fact is that due to different length scales in the airways including the airway
management devices (tube, connector, etc.), the Reynolds number varies from below 1000 in the
upper central airways to 4000 or even higher in the endotracheal tube. Even if the flow may be
assumed to be laminar almost everywhere in the central airways, it is expected to be turbulent
within and in the vicinity of the endotracheal tube.

To ensure optimum conditions for the numerical investigations, firstly, numerical investigations
on the impact of the geometry’s level of detail and of different numerical models as well as the
impact of different volume mesh resolutions were carried out. The set-up consisted of a generic
trachea with abstracted endotracheal tube. The level of detail was changed stepwise beginning
with a very simple model of a straight tube’s ending up to a highly resolved tube with bending,
connector, and Murphy’s eye. Figure 1 illustrates two typical geometries and the flow results
obtained for a highly resolved tube in terms of turbulent kinetic energy distribution.
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Figure 1  Distribution of turbulent Kinetic energy for two geometrical set-ups

The bulk inlet velocity was adjusted for a mean tracheal Reynolds number based on the mean
velocity of 1500 in the generic trachea, resulting in a maximal Reynolds number of 3330 in the
endotracheal tube. The tracheal profile consists of two semi-circles (920 mm) which are pulled
apart 10 mm in one direction (characteristic lengths: height 20 mm, width 30 mm). For the more
detailed model which includes the tube’s bending together with the connector, secondary flow
structures are obtained which are more pronounced than those obtained for the simplified set-up.
The right side of Figure 1 illustrates the formation of two regions with high turbulent kinetic
energy values for the complex geometric set-up, as a result of the secondary velocity rolls which
are generated due to the tube’s bending. In contrast and as expected, no secondary flow structures
are generated for the simplified straight tube.
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All numerical results were obtained with the unstructured DLR in-house Reynolds-averaged
Navier-Stokes (RANS) code THETA. Analysis of experimental artificial ventilation data with
respect to typical velocity fields and characteristic Reynolds numbers revealed that in most cases
turbulent regions with Reynolds numbers exceeding 2300 are only expected in or in the vicinity
of the endotracheal tube and the first few bifurcations at very high inspiratory or expiratory flow
rates. For higher branch generations and at lower flow rates the flow regime is supposed to be
laminar. From a theoretical point of view it seems to be straight forward that an accurate
prediction of the turbulent flow is only possible with either Direct Numerical Simulations (DNS)
or Large Eddy Simulations (LES) or suitable to the well known limited extend with RANS and a
properly chosen turbulence model as well as an optimized mesh geometry. Thus, the question
arises, whether the applied RANS solver also provides accurate predictions for the mostly laminar
flow regime regions apart from the endotracheal tube and its vicinity.

Results based on preliminary numerical investigations indicate that it is appropriate to use the
solver with turbulence model even if the turbulent flow regimes are limited to the tube and the
vicinity of the outlet. The production rate of turbulent kinetic energy in regions with expected
laminar character is negligible [4]. The parametric study included numerical simulations on
differently resolved meshes and simulations with different turbulence models (k-¢ and k-o) as
well as reference cases without turbulence model (laminar case).

X

Figure 2 Left: numerical result of the steady flow through a 4™ generation lung
Right: geometry for the investigation of endotracheal tube impact on the
flow regime in a 4™ generation lung model

Secondly, the influence of tube placing and orientation parameters as well as Reynolds number
effects on gas distribution due to usage of gas mixtures (e.g. Heliox™, Solkane®™) are studied
numerically on a 4™ generation model of a lung. Figure 2 shows on the left hand side a first
example of the predicted flow in a 4th generation model of a lung for steady inflow conditions.

The picture illustrates the flow field in terms of stream traces and color coded velocity
magnitudes in the outlet plane of a single branch. The laminar flow characteristic at the outlet of
the chosen branch can be clearly identified with the 2D velocity profile, which tends to be slightly
asymmetric. The observed asymmetric profile is supposed to be a result of the 3 dimensional
bending and branching of the geometry which is also illustrated in Fig. 2. The picture on the right
hand side depicts the geometrical set-up used to investigate the impact of an endotracheal tube
and its orientation on the resulting flow regime in the model of the lung. The endotracheal tubes
size, the placement, and the orientation have been found to affect the general flow regime and
therefore the gas distribution. In further investigations, the influence of gas mixtures with
different fluid properties (Reynolds number effects) on the gas distribution will be carried out.
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Finally, first results of a newly implemented total pressure “open boundary condition” will be
presented. The new boundary condition is essential for simulating oscillatory flows (e.g. full
artificial ventilation cycle) by allowing in- and/or outflow at the same time depending on the flow
field in the vicinity of the boundary condition governed by the properties of a closed system (i.e.
elasticity, compliance, resistance of a lung). The newly implemented boundary condition will be
tested stepwise, beginning with simple geometries (e.g. generic trachea and single bifurcation)
and finally with a complex model of the lung. As a first step, simple pressure-volume relations
will be used as governing properties of the open boundary condition. In a second step, a
simplified transfer model in terms of a forward process in biomathematical modeling sense will
be integrated for taking into account gas exchange and patho-physiological processes. Figure 3
illustrates the concept of a forward process model [5].

INPUTS OUTPUTS

, ' . Math ical Model
Physiological variables SIRSSEoN oo ‘Predictions™:

e.g. F, Vi, RR, Vy, Vi, Continuous or tidal-ventilation sets of equations Pa,,
Qr, Qs/Qrete. ‘:> ‘:ll> Sa,
2

Paco,

Figure3 Concept of the forward process in biomathematical modeling as it will be
implemented as simplified transfer function [5]

3. CONCLUSIONS

Numerical and experimental investigations of the impact of endotracheal tubes on the flow in a lung model
revealed that endotracheal tubes strongly affect the flow in the trachea and accordingly in the central
airways of the lung. A numerical parameter study of tubes with different levels of detail revealed that it is
necessary to model not only the tube ending but also the bending and additional connectors since they are
responsible for the development of secondary flow structures. Additional important parameters are the
tube’s size, the placement, and the orientation of the endotracheal tube. First results of ongoing
investigations on the Reynolds number effect on the gas distribution using different gas mixtures also
indicate a strong effect on the gas distribution in a 4™ generation model of the lung with endotracheal tube.
Finally, a concept for numerical simulations of a full artificial ventilation cycle with newly implemented
total pressure open boundary conditions has been described.

REFERENCES
[1] C.Haberthiir, A.Mehlig, J.F.Stover et al., Expiratory automatic endotracheal tube compensation
reduces dynamic hyperinflation in a physical lung model, Critical Care, Vol.13, No.1, 2009.
[2] J.Guttmann, L.Eberhard, L.Fabry et al., Time constant/volume relationship of passive expiration
in mechanically ventilated ARDS patients, Eur Respir J, Vol.8, 114-120, 1995.
[3] P.R.M.Rocco, W.A.Zin., Modelling the mechanical effects of tracheal tubes in normal subjects,

Eur Respir J, Vol.§8, 121-126, 1995.

[4] L.Krenkel, C.Wagner et al., Protective artificial lung ventilation: investigation of the air flow in a
generic model of the lung, accepted for Notes on Numerical Fluid Mechanics and
Multidisciplinary Design, Springer Verlag.

[5] C.E.Hahn and A.D.Farmery, Gas exchange modelling: no more gills, please, British Journal of
Anaesthesia, Vol.91, No.1, 2-15,2003.

125



1st International Conference on Mathematical and Computational Biomedical Engineering - CMBE2009
June 29 - July 1, 2009, Swansea, UK
P.Nithiarasu and R.Lohner (Eds.)

Numerical Modelling of the Air Flow in the Respiratory Tract

A. Devys
INRIA Lille Nord Europe, SIMPAF Project team, B.P. 70478, F-59658 Villeneuve d’ Ascq Cedex,
France. anne.devys@math.univ-lillel.fr

C. Grandmont
INRIA Paris-Rocquencourt, REO Project team, BP 105, F-78153 Le Chesnay Cedex, France.
celine.grandmont @inria.fr

B. Grec
Université Claude Bernard Lyon 1, Institut C. Jordan, F-69622 Villeurbanne Cedex, France.
grec @math.univ-lyonl.fr

B. Maury
Université Paris-Sud, Laboratoire de mathématiques, Batiment 425, bureau 130, F-91405 Orsay
Cedex, France.
Bertrand.Maury @math.u-psud.fr

D. Yakoubi
INRIA Paris-Rocquencourt, REO Project team, BP 105, F-78153 Le Chesnay Cedex, France.
driss.yakoubi @inria.fr

ABSTRACT

This work was partially funded by the ANR-08-JCJC-013-01 project headed by C. Grandmont.

Key Words: air flow in the lung, Navier—Stokes equation, numerical simulation.

In this contribution we focus our attention on the modelling of the air flow in the proximal part of
bronchial tree. The model of the respiratory tract we consider has already been described by C. Grand-
mont, Y. Maday and B. Maury in [2]. The idea is to decompose the respiratory tract in three parts:

o the upper part (up to the 7th-9th generation), where the incompressible Navier—Stokes equa-
tions hold to describe the fluid;

e the distal part (from the 8th—10th to the 17th generation), where one can assume that the
Poiseuille law is satisfied in each bronchiole;

o the acini, where the oxygen diffusion takes place and which are embedded in an elastic medium,
the parenchyma. We will suppose that the parenchyma is modeled by a simple box that have one
part (representing the diaphragm muscl) that moves in one direction. The motion of diaphragm
is thus described by a simple spring model.

We obtain a coupled problem corresponding to the Navier-Stokes equations with nonstandard boundary

conditions at the outlets I'; and at the inlet I'g. After time discretization it reduce to resistive boundary
conditions where the flux of the fluid velocity w appear

af(u,p)~n+R</u-n>n:g, onT
r
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where o is the fluid stress tensor. Thus, if we consider a finite element discretization and an implicit
scheme to treat the boundary flux (to avoid numerical instabilities), then all the degree of freedom at
each outlet would be coupled and the underlying finite element matrix would have a non standart pat-
tern. Consequently, these boundary conditions cannot be easily and directly implemented in a any FEM
solver, for instance in FreeFEM++ [3], without going deeply into the code. To get rid of this difficulty,
the idea is to pre—compute a set of solutions with Neumann boundary conditions on each I';, and then to
define the solution as a linear combination of these solutions and of a correction term. This correction
term solves also a Navier—Stokes problem with standard boundary conditions, the coefficients of the
linear combination being calculated so that the solution satisfies the dissipative boundary conditions,
see [1]. Note here that the convection part of the Navier-Stokes system is treated either explicilty or
using the characteristic method.

After the description of the method, we shall present bi—dimensional and three—dimensional simulations
based on different time discretizations (mixed method, Chorin—-Temam projection scheme). We will
also present a sensibilty study with respect to the parameters of the coupled model in order to illustrate
its capacity to reproduce normal or pathological behavior of the respiration.

REFERENCES

[1] A. Devys, C. Grandmont, B. Grec, B. Maury and D. Yakoubi, Numerical method for the 2D
simulation of the respiration submitted

[2] C.Grandmont, Y. Maday and B. Maury, A multiscale / multimodel approach of the respiration
tree, Proceedings of the International Conference, New Trends in Continuum Mechanics, 8-12
September 2003, Constantza, Romania Theta Foundation Publications, Bucharest, 2003.

[3] F. Hecht, A. Le Hyaric, K. Ohtsuka and O. Pironneau, Freefem++, Finite Elements Software
http://www.freefem.org/ff++.

127



1st International Conference on Mathematical and ComputdtBiomedical Engineering - CMBE2009
June 29 - July 1, 2009, Swansea, UK
P. Nithiarasu and R. Lohner (Eds.)

HIGH-PERFORMANCE COMPUTATIONAL
MODELLING OF NASAL AIRFLOW

Donal J. Taylor':2, Denis J. Doorly*, Robert C. Schroter?, Joaquim Peird!,
Esther Blenke?, Robert Almeyda®, Neil Tolley?
L Aeronautics?Bioengineering?ENT Surgery at Saint Mary’s Hospital,
Imperial College London, South Kensington Campus, London SW7 2AZ - UK,
d. doorl y@ nperi al . ac. uk

Guillaume Houzeaux, Mariano Vazquez
Barcelona Supercomputing Center, Dep. of Computer Applications in Science and Engineering CASE
Nexus Il - Campus Nord UPC, C. Jordi Girona 29, 08034 Barcelona - Spain,
mari ano. vazquez@sc. es

ABSTRACT

The complexity and inaccessibility of the nasal passageways precludes detailed measurements in vivo,
but Computational Fluid Dynamics can generate patient-specific high resolution flow simulations in
such complicated geometries.

Computed tomography images (CT scans) of a healthy nasal anatomy were segmented to yield a surface
representation of the walls of the nasal air space. This surface was then used to generate the volume
mesh and computational simulations were conducted using two numerical codes: the commercial finite-
volume flow solver Fluent and the research finite-element parallel flow solver Alya, developed at BSC-
CNS. The results of computational simulations performed under conditions of quiet restful breathing
show how the complex internal anatomy of the nasal airways directs and controls the airflow, identify
the regions of high shear stress (and thus the high heat and mass transfer zones) on the turbinates and
reveal complex recirculation regions in the flow.

Key Words: nasal flow simulations, high-performance computing.

1 INTRODUCTION

The nose performs many functions, including: heating, humidifying and filtering inspired air as well
as providing one’s sense of smell. The healthy function of the nose is highly dependent on the fluid
dynamic characteristics of airflow in the nasal cavities. The interest in studying the nasal cavity is not
only to increase the understanding in respiratory physiology, but also in the significant advances that
this might bring to areas of application such as surgery, drug delivery and toxicology.

The morphology of the nasal airway is shown in Figure 1. It is complex and furthermore it has been
seen to vary greatly between patients [1]. The complexity and inaccessibility of the nasal passageways
precludes detailed measuremeintsivo. While relatively few studies have been concerned with mor-
phological variation (e.g. [1]), no means to quantitatively describe and represent the 3D geometry of
the whole nasal cavity geometry have been developed. However, Computational Fluid Dynamics can
generate high resolution results in such complicated geometries.
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Section A-A’
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Figure 1. Anatomy of the nasal cavity showing its geometricahgiexity: (a) general view; (b) CT
images of axial (top) and sagittal (bottom) sections; (c) view of a set of axial sections; and (d) recon
structed surface.

2 MODELLING OF NASAL FLOW

The proposed approach to study the nasal cavity requires first an anatomically realistic 3D virtual mode
The nasal airway geometry data is given in the form of a stack of medical images in grey scale obtaine
from in vivo Computed Tomography (CT) and comprising of the order of 80 axially acquired images of:
512x512 pixels, 1.3 mm slice thickness, 0.7 mm slice spacing,>003%9 mm pixel size. Two views

of sections in the axial and sagittal planes are shown in Figure 1b. The airway anatomy was determine
to be normal by a consultant radiologist.

The procedure to obtain a surface from each medical image stack involves firstly the delineation of th
airway boundary using Amira [2]. Medical image segmentation to identify the boundary of the airway
and the surrounding tissue is based on an initial constant value of grey-scale. A refinement to the se
mentation is required to exclude secondary conduits such as sinuses as well as to identify image noi
and interpreting the data accordingly. The reconstructed surface definition is smoothed to remove tt
stair-stepping artefacts of the imaging process, thus yielding the anatomically realistic surface definitio
depicted as a set of sections and a shaded triangulation in Figures 1c and 1d, respectively.

This surface was then used to generate the volume mesh using TGrid [3]. This mesh is hybrid an
composed o6 352 819 elements with three layers of prisms within a boundary layer adjacent to the wall
(1183488 prisms) and a tetrahedron cofel(9 331 tetrahedra). The height of the prismatic elements
nearest to the wall i8.5 x 10~° m corresponding to corresponding to 1% of the local channel width.
The simulations can be considered nominally mesh independent as the pressure drop and average v
shear stress magnitude across the nasal boundary were found to be within 2.9% and 3.2%, respective
of those computed using a mesh of 29 million hybrid elements in [4].

The inflow boundary condition is taken to be a blunt velocity profile with a volume flux of 100 ml/s
(2.01 m/s inflow velocity at the narisRe ~ 900 based on the hydraulic diameter of the nasal valve
and is low enough for the flow to be laminar. This volume flux is equivalent to quiet restful breathing
and thus the flow is assumed to be incompressible, laminar, Newtonian and steady.

The first computational simulation is performed using Fluent 6.2.16 [3]. This is a finite volume ap-
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proach where the pressure is solved using a second-order @csan@me, it is coupled to the velocity

using the SIMPLE method and the momentum is approximated using a third-order upwind scheme. The
segregated approach to solving the algebraic equations of continuity and momentum is used because it
is less demanding on the memory despite taking additional iterations to converge.

The second simulation was performed using the research flow solver Alya [5], developed at BSC-
CNS. ltis a fractional-step finite element method based on a predictor-corrector scheme that solves the
momentum and a modified continuity equations consecutively in order to converge to the monolithic
solution avoiding fractional errors. One of the advantages of this approach is that simpler precondi-
tioners can be used to solve the non-symmetric momentum equations (GMRES) and the symmetric
continuity equation (CG). The parallelization strategy is based on a mesh partitioning technique using a
master-slave MPI-based strategy. A further degree of parallelization is achieved by opening threads in
internal loops using OpenMP directives, resulting in a hybrid-parallelization strategy. Figure 2 shows
the partition of the mesh in 500 subdomains and a detail of the surface mesh.

Figure 2: Domain decomposition: (a) partition of the domaio iB00 sub-domains, and (b) enlarge-
ment showing the partition and mesh resolution.

Two tests are carried out in order to see the impact of the CG solver on the speedup. In the first one,
labeled CG(Free), we let both the CG and the GMRES solvers converge to a tolerdnce.ah the

second test, referred to as CG(200), we perform a fixed number of CG iterations (200). The convergence
the CG(Free) solver is very slow (2572 iterations in average) which repreggfitsf the total CPU

time for the sequential run as shown in Figure 3a. The speed-up for this problem is illustrated in Figure
3b, which shows an increased efficiency by reducing the number of CG iterations.

CG(Free) CG(200) Average # elements per CPU
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Figure 3: Performance assessment of the parallel implementation: (a) percentage CPU time; and (b)
speed-up.
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Figure 4 shows the comparisons of the distribution of wall sk&ass obtained with Alya and Fluent:

a very similar distribution of wall shear stresses was obtained. These results reveal how the comple
internal anatomy of the nasal airways directs and controls the airflow to achieve the physiologica
functions of the nose. Visualisation of the results allows the high shear stress (and thus the high he
and mass transfer zones) on the turbinates to be identified, and reveals complex recirculation regions
the flow.

Figure 4: Surface distribution of wall shear stress calculatgidg the codes: Alya (left) and Fluent
(right).

3 CONCLUSIONS

We have presented patient-specific simulations of the flow in the nasal cavity, under restful breathin
conditions, obtained using the commercial code Fluent and the research parallel code Alya. The dist
bution of wall shear stresses calculated by both codes is very similar, but the significant performanc
gain of the parallel implementation is of interest here. This indicates that the use of high-performanc
computing will enable the high-scale simulations required to undertake the scientific challenges that irr
proved resolution and speed of MR and CT scans will bring about. Amongst others, we could mentiol
post-surgical follow up and the possibility of non-invasive determination of physiological responses, the
assessment of modes of flow control accounting for variations in regional airflow and deposition, the
incorporation of deposition and tissue uptake in the simulations, the analysis of inter-species variatio
in morphology and flow, and the engineering of delivery devices.
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ABSTRACT

A three-dimensional unsteady flow in a human airway has been studied numerically. The geometry was
derived from a 3D reconstructed geometry of a series of 2D CT-scan images. The flow was considered
to be a turbulent one and governed by Reynolds averaged Navier-Stokes equations along with one-
eguation Spalart-Allmaras (SA) to model the evolution of eddy viscosity. These equations was solved
numerically using fully explicit characteristic-based split (CBS) scheme on an unstructured mesh.

Key Words: airway, respiration, turbulent flow, CBS-scheme, finite element.

1 INTRODUCTION

The function of airway down to the terminal bronchioles are primarily air conduction, humidification
and warming. Many pathophysiological condition affecting any part of human airway or any interven-
tional treatments of human airway disorder are, either directly or indirectly, associated with the changes
in the airway geometry. These changes in turn affecting the flow characteristics [1]. Therefore, the abil-
ity to predict air flow in a patient-specific airway geometry as the diseases progress will help medical
professionals to decide the right treatment or predict the outcome of a chosen treatment. The majority
of study on flow in the human airway are related to particle transport especially particles deposition for
drug delivery system [2]. In recent years there has been a growing interest in obstructive sleep apnoea
and the understanding of upper airway closure [3]. However, most of previous works, if not all, focus
on either upper part or central part of the airway. In this study, the flow simulation is carried out starting
from the nasal cavities down to the second generation of the tracheobronchial tree.

This study is intended to provide a framework for computational fluid dynamics to be used as one of
the pre-operative assessment tools in interventional treatments of human airway disorder.
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2 GEOMETRY RECONSTRUCTION AND MESH GENERATION

The geometry of human airway employed in this study is reconstructed from a standard CT scan of .
healthy person. The resolution of the scan is 0.625625 mm in the slice plane and 1 mm between
slices. It covers the upper and the middle part of the human airway up to the second generation of tf
tracheobronchial tree.

To extract the geometry, we used the commercial software AMIRA for region segmentation and gen
erating the initial surface geometry in STL format. Although the initial surface generated by AMIRA
is already in unstructured triangulated form, it cannot be used directly to generate a volume mesh dt
to a significant amount of very short edges and CFD analysis requires a smoother surface to increa
accuracy. To make the mesh coarser and smoother, the mesh contraction method described in [4] is
plied. In addition, an extra operation needs to be carried out to create inlet and outlet boundary surfac
that are perpendicular tor the centerline of the airway. The volume tetrahedron mesh is then generat
using Delaunay triangulation method described in [5]. Details of geometry reconstruction and mes|
generation process employed in this work can be found in [6].

3 FLUID DYNAMICS

The Reynolds averaged Navier-Stokes equations, in conservation form, are written as

Mean continuity

1 dp 0

Mean momentum

g, 9, . 1dp Omy; 07
ot +%j(“1“3)__ dx; | Oz

- 2
pOx; Ox;  Ox; @

where/ is an artificial compressibility parameter; are the mean velocity componentsis the mean
pressure ang is the density. The mean laminar shear stress tensor is given as

Tii = U 822@_{_81[]_2%6
E Or; Ox; 30xy "

ard the Reynold’s stress tensqf, introduced by Boussinesq’'s assumption, has the expression
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wherev is the kinematic viscosity of the fluidy is the turbulent eddy viscosity ang is the Kronecker
delta.

The transport of turbulent viscosityis govern by
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Here,S and f,» is defined, respectively, as
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where S is the magnitude of vorticity. The eddy viscosity is givenigy= 7 f,;; in which
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The constants are,; = 0.1355, 0 = 2/3, ¢y = 0.622, k = 0.41, cy1 =, cw2 = 0.3, ¢p3 = 2 and
Cyl1 = 7.1.

The CFD algorithm used to solve equations 1-3 is based on CBS algorithm [1,7]. The algorithm solves
the incompressible Navier-Stokes equations in three steps. In the first step, an intermediate velocity
field is obtained, followed by the second step where pressure field is computed and, finally, the velocity
field is corrected and true transient term is added in the third step. The one equation SA turbulence
model is added as a fourth step. The steps of the AC-CBS scheme in its semi-discrete form can be
summarised as

Step 1: intermediate momentum

n
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whereAT is the real time step and the true transient téxfi” is approximated as
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Step 4: transport of turbulence variable
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4 NUMERICAL SIMULATIONS

The transient fluid dynamic analysis was carried out on a mesh of more than 2.4 million tetrahedra
elements. The boundary conditions used are no-slip condition on the wall, parabolic velocity profiles &
the inlets and constant pressure conditions at all outflow boundaries. For normal quiet breathing, tid:
volume of0.51 is assumed and the simulation is carried out for one breathing cycle. The properties of
air are assumed to be constant. A kinematic viscosity.¢# x 10~° m?/s and density of .2 kg/m?3

were used in the calculation.

5 CONCLUSIONS

A three dimensional unsteady flow simulation through a realistic human airway has been carried ou
The geometry is derived from a three dimensional reconstruction of a series of two dimensional image
obtainedin vivo using CT-scan imaging. An unstructured mesh is generated from the upper airway,
including nasal cavity, down to the second generation of the tracheobronchial tree. The simulatio
clearly shows that the flow acquires complex velocity profile once it passes the nasal cavity. Therefor
the inclusion of the nasal cavity is necessary to precisely model the flow in human airway. In addition tc
the mesh generation inside the nasal cavity, imposing realistic boundary conditions still poses a serio!
challenge for the flow simulation in a complete airway. Currently, work on the interaction between the
flow and the airway wall is in progress for us to be able to include wall compliance in the simulation.
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ABSTRACT

The failure of trabecular bone is a complex process dependent on many factors. In order
to more accurately assess fracture risk for patients with diseases such as osteoporosis, it is
necessary to develop an accurate macroscopic model of bone structure. This can be
achieved through the use of material properties acquired from microscale models. This
study investigates the behaviour of ten trabecular bone models with nonlinear anisotropic
material properties subjected to tensile and compressive loading. Trabecular bone is
found to be optimally designed to resist compressive loading. The results also indicate
that microstructural configuration also plays an important part in the fracture resistance
properties, since those models with thinner trabeculae offer lower fracture resistance than
those with thicker trabeculae, despite having the same overall volume fraction.

Key Words: Bone, femur, trabecular bone, osteoporosis, microscale, fracture.

1. INTRODUCTION

Diseases of the bone, including osteoporosis, affect the architecture and bone density
“such that the load bearing capacity of the hip is reduced and the risk for pathologic
fracture is increased.”[1] It is necessary to create an accurate macroscopic model of bone
structure in order to assess this risk. It is often not possible to generate an explicit
macroscale model which is valid everywhere, but instead have a microscopic model
which describes the microscale variables. In order to accurately numerically approximate
the macroscopic state of the system, it is possible to relate the two models using a
homogenization procedure, often referred to as multi-scale modelling. Katz et al. (1984)
[2] distinguished five levels of hierarchical organization to bone which include the
macrostructure, the microstructure, and the nanoscale, This work investigates the
behaviour of bone at the microscale.

Although the microstructure of trabecular bone appears to be random, it is an anisotropic
material with the plates and struts of its architecture generally assumed to be aligned
according the stresses it is subjected to [3]. Many of the microscale finite element models
that have been used in the past to investigate the yield behaviour of trabecular bone do
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not include fracture of the material. It is important to include micro-crack based failure
mechanisms in order to investigate the response of trabecular bone to loading before
failure due to fracture.

2. ANISOTROPIC FRACTURE MODELS

The present work uses 2D non-linear finite element (FE) models to evaluate the
mechanical properties of bone at the microscale when subjected to both compressive and
tensile loading. Ten different microstructural configurations were used, all with a bone
tissue volume fraction of approximately 43.5%, with varying thickness of trabecular
struts.

2.1 Explicit Dynamic Analysis

Explicit dynamic analysis is used to model the fracture failure mechanism in the bone
model. The analysis in the present work is run using the finite element software Elfen.
The time integration approach used by Elfen is the central difference scheme, since it is
ideal for modelling problems with small time scales. The Mohr-Coulomb vyield criterion

Is used in this work, with the rotating crack strain plasticity model used to model the post
yield behaviour of the bone tissue material. It was suggested in previous work [4, 5, 6, 7]
that this model is appropriate to bone.

2.2 Material Properties

Brozovsky and Pankaj (2007) [8] created anisotropic 3D FE models of the microstructure

of bone. This study was used as a basis for this investigation, using the material

properties in the models created in this analysis, shown in figure 1. The bone tissue was
assigned a yield stress@f = 1x1C Pa.

Property Bone Tissue Holes (Soft Tissue)
Young’'s modulus (GPa) 6 0.006
Poisson’s ratio 0.3 0.3

Figure 1: Material properties of tissue materials

Figure 2 shows the various microstructural configurations used in the analysis. In all
cases, the blue colour indicates bone tissue material and the red colour indicates soft
tissue material.
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Figure 2: Nonlinear isotropic microstructural configtions

3. RESULTSAND CONCLUSIONS

Figure 3 shows the stress-strain curves produced for all models when loaded in tension.
All microstructures behave elastically until they reach a peak stress, which is followed by
fracture of the specimen. Following initial failure of one trabecula, the models continue
to undergo further fracture.
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Figure 3: Stress-Strain curves for loading in tension

Figure 4 shows the stress-strain curves produced for all models when loaded in
compression. It can be seen that again, the models show different responses for different
microstructural configurations. All models show an elastic region followed by an elasto-
plastic region and then plastic deformation.
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Figure 4: Stress-Strain curves for loading in compression
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The results indicate that trabecular architecture is optimally designed to resist
compressive loading. Under tensile loading, initial failure of a single trabecular leads to
sudden failure of the microstructure immediately after. However, under compressive
loading, the initial fracture of one trabecula does not lead to the immediate failure of the
entire microstructure. The results also indicate that microstructural configuration also
plays an important part in the fracture resistance properties, since those models with
thinner trabeculae offer lower fracture resistance than those with thicker trabeculae,
despite having the same overall volume fraction.

4. CONCLUSIONSAND FURTHER WORK

The failure of trabecular bone has been the subject of many studies in recent years. It is
important to analyse this failure in order to more accurately assess fracture risk in elderly
patients with diseases such as osteoporosis. The presented work uses 2D finite element
models to investigate the links between volume fraction and trabecular configuration on
the strength of bone and its ability to withstand loading. Direct experimental validation
has not been possible owing to the non-availability of the corresponding experiments.

Further work includes the development of three dimensional finite element models to
analyse the material properties of bone at the microscale when subjected to various
loading conditions. This data will then be used in the full 3D model of [7] to more
accurately simulate a fractured osteoporotic femur subjected to a fall to the side. Further
developments also include the use of CT scan data of osteoporotic bone at the microscale
to create a more accurate and realistic bone model.
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ABSRACT

Medical visualization in a hospital can be used to aid training, diagnosis, and pre- and
intra-operative planning. In such an application, a virtual representation of a patient is
needed that is interactive, can be viewed in three dimensions (3D), and simulates
physiological processes that change over time. This paper highlights some of the
computational challenges of implementing a real time simulation of a virtual patient,
when accuracy can be traded-off against speed. Illustrations are provided using projects
from our research based on Grid-based visualization, through to use of the Graphics
Processing Unit (GPU).

Key Words: Medical visualization, virtual environment, Grid, GPU

1. INTRODUCTION

The medical domain provides excellent opportunities for communication and teaching of healthcare issues
using computer graphics, visualization techniques, and virtual environments. Possible applications include
anatomical educational tools; patient education; diagnostic aids; virtual autopsies; planning and guidance
aids; skills training; and computer augmented reality. Both clinicians and patients can benefit from the
appropriate use of tools that make use of these technologies.

The ability to render and manipulate medical data in 3D is one of the core requirements of a medical virtual
environment, but traditionally volume and surface rendering algorithms have been expensive to compute.
The ray casting algorithm, for example, is a O(N®) problem, where N is the dimension of the voxel data set.
Despite the use of optimisation techniques, volume rendering on a single CPU is not an option for real time
performance. A virtual patient must also simulate soft tissues and so the computer graphics rendering must
also deform naturally during interaction with a tool, or as a consequence of physiological processes such as
respiration. Finite Element Modelling is a popular choice for achieving soft tissue deformation, but is also
too slow for real time. Mass spring models can be in real time, but produce lower fidelity results. Cutting
of tissues is another challenge, which often needs a high resolution mesh-based model and the ability to
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change the topology of that mesh. Fluid dynamics may also be employed for blood flow. In some
applications, the operator and instruments being used will need to be tracked. This can be achieved with
dedicated hardware (such as optical or magnetic tracking), robotic joystick, or by image processing
techniques. This paper examines how the computational demands of all of these requirements can be met so
as to deliver an interactive medical virtual environment. Often accuracy of the model used has to be
sacrificed to achieve the required speed, but even so we can achieve a suitable fidelity of simulation.
Examples are provided below from our research projects and a detailed survey of the principles and
applications of computer graphics in medicine can be found in [1].

2. COMPUTING THE VIRTUAL PATIENT

The computational infrastructure that can be deployed within a hospital continues to evolve and benefit
from recent technology advances. This section contains several examples from our research where we have
taken advantage of and contributed to the state-of-the-art in the field.

2.1 Medical Visualization using the Computational Grid

Grid computing is designed to allow end users transparent access to a wide variety of high performance
computing facilities and data acquisition devices. An excellent example of the Grid being deployed for
visualization tasks is the RAVE system [2], which is now in production release. Our own first experiment
with Grid-based visualization in a hospital setting, however, consisted of a remote visualization application,
where a graphics server processes the patient data and the results are delivered in real time across the
computer network to a client workstation. This can be achieved by streaming the contents of the frame
buffer on the server (where the graphics primitives are rendered) in a similar fashion to how MPEG movie
files are streamed across the Internet. OpenGL Vizserver [3] from SGI was the first product to support
remote visualization, and we used this software for an intra-operative application to aid with hepato-
pancreatic surgery [4]. A volume rendering of the patient’s CT data was delivered to a laptop client in the
operating theatre where it could be interrogated by the surgeon with an easy to use joystick driven
interface. At the time, the CT data sets being used (700 slices at 512 x 512 pixel resolution, with a pixel
size of 0.78 mm and an interslice distance of 1 mm.) were too large to be processed on a local PC. Through
this approach, however, real time rendering was achieved across a 100baseT network link, with a physical
distance of one mile from the server to the operating room. Grid middleware software provided support for
scheduling computer time to coincide with the operation and for security of the patient data.

The lessons learnt from the above were invaluable in the e-Viz project [5] that explored the development of
autonomic visualization and designed a generic adaptive infrastructure for Grid-based visualization. A
particular application that was built on this infrastructure was an augmented reality (AR) interface for a
procedure called transcranium magnetic stimulation (TMS) [6]. TMS requires an electro magnetic coil to
be accurately positioned against a subject’s head. Using AR, a 3D rendering of a subject’s brain can be
overlayed and registered onto a video stream of their head so helping the clinician to position the coil. A
markerless interface was developed to achieve this, in which repeatable feature points are extracted from
known views and then we match the best stored view to the user’s viewpoint using the matched feature
points to estimate the objects pose. Our research has shown that whilst an average desktop PC struggles to
carry out the pose estimation, using remote resources can ensure real-time performance. Provided the
visualization server is appropriate for the rendering task and network latency is low, then the e-Viz
framework is able to return the rendered artefact to the user at a reliable 15 frames/second. On congested
networks e-Viz uses stricter compression algorithms at a cost to the image quality to try and maintain these
usable frame rates.

2.2 The GPU Age

A well known hardware acceleration technique for volume rendering is to use texture mapping hardware
[7] and this method lends itself well for implementation on the Graphics Processing Unit (GPU) found on
all modern PC graphics cards, and is often combined with use of per pixel, or fragment, shaders [8]. The
latest PCI Express architecture allows efficient fetching of texture data from the main memory of the PC
via the graphics bus. Special purpose hardware has also been designed for PCs, for example, the
VolumePro 2000 (TereRecon, USA) implements shear warp rendering and supports memory capacities
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ranging from 512MB to 16GB, which can handle up to 30000 CT slices. This performance can now often
be matched by the GPU on a high-end graphics card, and even an inexpensive PC can achieve real time for
a 256 cubed voxel data set.

In our simulator for ultrasound guided needle puncture [9], two haptic devices are used: one to manipulate
a virtual ultrasound probe; one to represent the virtual needle. Ultrasound-like images are generated from
the original patient CT data by transforming the appearance using GPU operations via the OpenGL Shading
Language. A 2D multi-planar reconstruction (MPR) image is extracted from the CT voxel data based on the
position and orientation of the virtual ultrasound probe being moved across the skin of the virtual patient.
This can be efficiently achieved using the OpenGL frame buffer object (FBO) architecture. All voxels that
have been penetrated by the virtual needle are assigned a high value corresponding to the metallic material
of the needle shaft, which reflects ultrasound. Acoustic shadowing effects are simulated by post-processing
the MPR image to compute a shadow mask, and high frequency noise is also added. Bright reflections may
occur in ultrasound images at interfaces such as with bone, gas, and fat/tissue. This effect can be produced
in the final image by detecting and enhancing horizontal edges in the MPR image using a Sobel filter.
Finally, the MPR image, the shadow mask and the noise data are blended using multi-texturing. In an
interventional procedure, the needle can then be used as a portal for the entry of other tools such as a
guidewire and catheter. Fluoroscopy images are used in the operating room to keep track of these tools. To
maintain real time performance we have also developed fluoroscopy simulation on the GPU from voxel
data [10] or a polygon mesh [11]. In the latter case, this produces X-ray images using a three pass algorithm
through the OpenGL pipeline. For each X-ray pixel, the first pass computes tissue penetration, the second
computes an intermediary result required in the final pass to compute the cumulative attenuation using the
Beer-Lambert law. This approach is extremely efficient. For example, using full floating point precision,
our results show that the GPU is over 60 times faster than a CPU implementation when computing a 1024 x
768 pixel X-Ray image of a test object made up of 871,414 triangles, with no significant loss of accuracy
(differences smaller than 0.3%).

2.3 Software Techniques

There has been a great deal of research into optimisation of computer graphics algorithms to gain speed
increases — for an overview, refer to [1]. Taking soft tissue deformation as an example, the Chain Mail
algorithm [12] has proved to be a popular alternative to FEM and mass-spring models. With this algorithm
materials are modelled by adjusting deformation limits for individual elements. For a medical simulator,
however, the requirement is not only for rendering speed — often you want to models forces too so that a
haptics interface can be used. Haptics devices require a refresh rate of 1000 Hz to provide a smooth
response and this must be run in parallel with the graphics rendering. In exploring this problem, we have
developed a method based on particle systems, called the Charged Particle Model [13]. The soft tissue is
considered as being composed of a large number of particles that are each assigned a virtual electrical
charge. The haptic interface point is also assigned a virtual charge and forces are then simulated using the
rules of electro-magnetic interaction. Using this approach we have demonstrated that real time performance
for deformation with haptics can be achieved, typically using around 6000 charged particles surrounded by
a Bezier surface of 250,000 points.

Current work at Bangor is looking at other ways of gaining speed through novel use of particle systems.
There is a need to introduce blood flow into our simulators, for example, particularly for vascular
intervention. Our model [14] is based on the idea that each layer of fluid behaves as a flock, interconnected
by the parameters that govern the flow dynamics. At the macroscopic level blood can be considered as a
Newtonian fluid and represented using an underlying particle system. Many similarities with existing
particle dynamics systems for fluids are kept (e.g., the kernel function in smooth particle hydrodynamics
(SPH) is replaced by the flock neighbourhood rule; however the search for nearby particles is still
performed in the usual way). To conserve the mass of the system, we keep the number of particles inside
the domain constant during the entire simulation. Each particle carries its own physical quantities such as
mass, speed and position, which means that control is maintained over the main physical parameters of the
fluid. The result is a real time visualization of blood flow with comparable results to commercial fluid
dynamic software that takes 10-20 seconds to produce a single image.
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3. CONCLUSIONS

The research projects described above have demonstrated that it is possible to compute a virtual patient for
a real time graphics application. Visualization on the Grid is one possibility and provides the opportunity to
combine 3D visualization with complex simulation algorithms in real time. However, the ever increasing
computational power and very modest cost of desktop PCs make them the ideal platform for running many
of the applications discussed in this paper. There remains a trade off between accuracy and speed with the
latter taking precedence in a medical virtual environment. Despite this, validation studies that we are
actively carrying out with our clinical collaborators show that a sufficient fidelity of simulation can be
obtained for training and educational purposes.
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ABSTRACT
The particle systems approach is a well known technique in computer graphics for
modelling fuzzy objects such as fire and clouds. The algorithm has also been applied to
different biomedical applications and this paper presents two such methods: a charged
particle method for soft tissue deformation with integrated haptics; and a blood flow
visualization technique based on boids. The goal is real time performance with high
fidelity results.

Key Words: Particle systems, boids, blood flow, soft tissue, virtual environments.

1. INTRODUCTION

There is a growing trend to develop simulators for training a variety of medical procedures as there are
obvious advantages to be gained from enabling training on a virtual patient instead of on real patients.
Mistakes can be made without risk, different patient physiologies can be used, a variety of pathologies can
be modelled and the trainee can practice as many times as they need. The challenge of a medical simulator
is therefore to provide real time interaction (with 3D graphics and haptics interfaces) whilst maintaining a
fidelity that is high enough to ensure that face, content and construct validity can be achieved in the training
process. The Medical Graphics group at Bangor has been developing solutions to address this challenge,
with a particular focus on interventional radiology (IR) procedures. This paper presents two novel ways in
which we are using the well known particle systems algorithm in this work.

A particle system is a technique used in computer graphics to create certain fuzzy phenomena that are
otherwise difficult to model [1]. Particle systems have been used to great effect in a wide variety of
applications to model fire, water, clouds, etc. The technique has also been extended to model large
collections of boids that exhibit emergent behaviour as a result of each boid following a simple set of rules,
e.g. a flock of birds or a school of fish [2]. Within medical simulation, blood flowing from wounds, smoke
and other effects have already been modelled with particle systems, e.g. [3, 4]. The algorithm has also been
adapted for surface reconstruction and so applied to construct skeletal surfaces and organ interaction [5].
For the modelling of muscles, oriented particles were introduced to simulate elastic surfaces by using
attraction-repulsion forces or virtual springs to model interactions between particles [6, 7]. However, the

" The authors are listed in alphabetical order.

144



integration of realistic tissue properties into particle models is not a trivial task. Previous work with
particles has not included support for a force model that can be used with haptic feedback devices, which is
an important requirement in a simulation of an IR procedure. In addition, we need to be able to accurately
visualise the blood flow within an artery, e.g. for the dissipation of an injected contrast agent into the blood
stream. The use of particle systems for modelling blood has not addressed blood flow within this context.

2. MODELLING PHYSIOLOGY WITH PARTICLE SYSTEMS

The hypothesis of this research is that particle systems techniques can be used and adapted to provide an
effective real time implementation for some of the key physiological processes that we need to model in a
virtual patient. We demonstrate this by focussing on two important areas required in an IR procedure
simulation: soft tissue deformation of skin and internal organs; and blood flow through a (possibly
diseased) artery.

2.1 Charged Particle Method for Tissue Deformation with Haptics

Traditional soft tissue deformation methods are based on Finite Element Modelling (FEM) or a Mass
Spring Model (MSM). A typical FEM solution e.g. [8], usually offers a deformation model that provides
high levels of realism but at a high computational cost. This means that the simulation will either not
provide real time interaction, particularly with haptics, or will require an expensive pre-processing step.
Conversely a soft tissue model that uses a MSM [9] will trade off the quality of results attained for real
time interaction. MSM and FEM are both mesh-based approaches, and the resolution of the mesh will also
have an implication on the performance of any simulation. Cutting or re-structuring of soft tissue will
require new elements to be created and the mesh to re-calculated, both of which are costly to implement.

Our Charged Particle Model (CPM) [10] provides a visually and haptically realistic simulation that runs on
a standard desktop machine, and also provides the ability to both deform and restructure soft tissue. Each
particle within a CPM surface is given a notional electro-magnetic charge, and the haptic interaction point
(HIP) is also given the same charge. Then the charged particles and the HIP are governed by the rules of
electro-magnetic interaction i.e. like charges will repel and opposite charges will attract. As the charged
particles and HIP have a like charge, once the HIP is within is a given distance of the particle surface, the
surface will then deform accordingly (see Figure 1) with neighbouring particles moving to take up stress
and slack within the surface in a method similar to that used in the ChainMail Model [11]. Multiple HIPs
are also supported in the CPM, which provides support for different shaped tools. A Bezier surface can then
be rendered to provide the visual representation, using the charged particles as control points for the
surface.

Haptic Interface Point
ith radius R
Wi radius B Forces acting on the HIP
x When R;, + Ry is less than or equal @
to X

>

Soft Tissue made up of Particles
with radius R:

Figure 1: As the HIP, the shaded disc, moves closer to the particles which represent the soft tissue to be deformed then
under the rules of electromagnetic interaction the particles are repelled accordingly

Results achieved using the CPM demonstrates that real time deformation with haptics can be achieved. We

typically use around 6000 charged particles and 250,000 points in a Bezier surface, and run at over 30
frames per second.
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2.2 Blood Flow Visualization using Boids

Simulation of blood flow is essential to interventional radiology simulators, such as the injection of contrast
medium whilst using fluoroscopy. However, the blood flow generally plays a supporting role and must
appear to behave realistically in real time. The flow does not need to be accurately computed in this case,
which due to its complexity represents a challenge for conventional methods of simulation, even at a
macroscopic scale (flow in arteries, veins). We therefore propose a new computer simulated model to
visualize blood flow in arteries using boids [12].

The boids individual properties (separation, alignment, cohesion) cannot be used to describe individual
particles of fluid; however their group behaviour, flocking, matches the characteristics of laminar flow
(collision avoidance, velocity matching, flock centering) and it is suitable for modelling channel flows. Due
to their nature, a model based on boids algorithm can be used for visualization purposes only; hence our
method is compared with existing fluid particle based simulation, only qualitatively not quantitatively. Our
model is based on the idea the each layer of fluid behaves as a flock, interconnected by the parameters
which govern the flow dynamics. At the macroscopic level blood is seen as a Newtonian fluid and can be
represented with a particle system. Many similarities with existing particle dynamics systems for fluids are
kept (kernel function in SPH is replaced by the flock neighbourhood; however the search for nearby
particles is done in the same way). In order to conserve mass properly we keep constant the number of
particles inside the domain during the entire simulation. Each particle carry its own physical quantity as
mass, speed, position, which means that we have control over the entire fluid’s main physical parameters.

The results are compares with many existing benchmarks (non-uniform channel flows, with or without
obstacles). The following benchmark comparisons (Figures 2 and 3) have been generated to compare our
results with commercial software. In all figures the red colour emphasizes the layer of fluid with the highest
velocity, with blue representing the lowest velocity. The boids-based visualization is on the right hand side.

14 12 1 08 08 04 02 0 02 04 05 08 1 12 14 ¥n: 0

1413 12 11 18 49 88 47 06 85 44 03 62 0100 61 02 03 4 05 06 0F 08 69 18 11 12 13 14

Figure 2: Flow in a straight channel
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Figure 3: Flow in a channel with non-uniform radius

3. CONCLUSIONS

In this paper we have shown that we are able to deform and restructure a Charged Particle Model, that is
both visually and haptically realistic and able to be run in real time on a standard desktop machine. We
have also shown a particle model which enables the visualization of fluids flow in tubes with non-uniform
radius considering also fluid interactions with stationary objects. In our simulations the trade of is accuracy
for speed. The method can be successfully use in complex haptic simulators where the “real-time” aspect of
the model is essential.

The research hypothesis is shown to be true for the above examples and particle systems techniques can
indeed be used and adapted to provide an effective real time implementation for some of the key
physiological processes that we need to model in a virtual patient. We are now working on further
applications based on these techniques, for example, the simulation of Doppler ultrasound visualization
effects.
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ABSTRACT

Key Words: lattice Boltzmann methods, numerical simulation, non-Newtonian fluids, blood flow.

1 INTRODUCTION

A general framework for the simulation of non-Newtonian fluids is presented. The kernel of the soft-
ware uses lattice-based methods and incorporates Newtonian, generalised Newtonian, viscoplastic and
viscoelastic behaviour. Its application to blood flow is demonstrated.

2 MAIN BODY

The lattice Boltzmann method has become established as an alternative to other numerical techniques
for the solution of problems in fluid dynamics. Its mesoscopic kinetic approach has the potential to
describe a diverse range of physical fluid models and its local lattice computation is ideally suited to
parallelisation.

We have developed a generic code based on lattice Boltzmann type theory which could potentially
model a wide range of different physical flows including nanoscale fluids, multiphase and/or multicom-
ponent flows and porous media etc.

In this work we demonstrate the application of the code to the flow of blood modelled as a non-
Newtonian fluid, compare different rheological models and describe phenomena arising in steady, os-
cillatory and pulsatile conditions.

We also discuss the prospects for using more sophisticated models of blood rheology within a lattice
based framework.

3 CONCLUSIONS

Lattice Boltzmann type methods are shown to be useful for simulating non-Newtonian fluids and facil-
itate the study of different models of blood flow under a variety of forcing conditions.
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ABSTRACT

We revisit the axisymmetric contact problem for a biphasic cartilage layer and consider a refined for-
mulation taking into account the both normal and tangential displacements at the contact interface. The
obtained analytical solution is valid for arbitrary time and increasing loading conditions. We compare
it with the classic result and indicate cases where the difference could be pronounced.

Key Words: contact problem, biphasic cartilage layer, tangential displacement, analytical solution.

1 INTRODUCTION

Solution to biomechanical contact problems for biological joints are of great importance for medical ap-
plications, especially in analysing different stages of osteoarthitis. As the cartilage layers are extremely
thin in comparison with the characteristic size of the bones while the physics of the problem is rather
complicated, direct computations can meet with serious numerical difficulties [1]. This explains those
several attempts which have been made to take advantage from existence of the small dimensionless
parameter in the problem by employing asymptotic analysis [2,3]. Few solutions are available [2—4]
for monotonic loading where the latter [4] has been extended for the case of an arbitrary time dependent
load in [5]. All these solutions are based on the simplified kinematic relationship in contact zone when
the tangential displacement can be negligible in the analysis.

In real joints, the structural and biomechanical properties of the cartilage layer may change dramatically
in the pathologic stage [5]. Therefore, the refined kinetic relationship which takes into account the tan-
gential displacements of the boundary points of a biphasic cartilage layer should be rather imposed for
correct predictions of biomechanical parameters in the contact region of the articular cartilage instead
of the classic kinetic relationship.

We revisit the original asymptotic formulation of the contact problem and improve it by taking into ac-
count the tangential displacements at the contact interface. Namely, using the well-known asymptotic
relationships for biomechanical parameters valid inside the biphasic cartilage layer [2], we construct a
new more accurate solution which is also capable to represent the limit situation when the biomechan-
ical properties of the contacting cartilage layers differ drastically. We restrict ourself a monotonic load
and essentially use in our analysis the approach proposed earlier in [6] for the case of the classic static
mechanical contact problem. For the details of the original problem formulation, we refer prospec-
tive reader to the paper [2] where, from our best knowledge, the asymptotical approach to the contact
problem for the biphasic cartilage layer has been developed.
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2 PROBLEM FORMULATION AND MAIN RESULTS

We consider a thin linear biphasic cartilage layer indented by a spherical punch. The refined linearized
kinetic relationship which takes into account the both normal w(r,¢) and tangential u(r,t) displace-
ments of the boundary points of the cartilage layer can be written as follows [6] (see Fig. 1a):

7‘2

—w(r,t) + o u(r,t) = %(t) = 55

Ry

Here, do(t) is the punch displacement, Ry is the radius of the punch surface, a(t) is the contact radius.

r < a(t). €))

a) \ b) ¢4

bone

Figure 1: a) - geometry of the problem; b) - support of the solution of Eq. (2).

Expressing the displacements w(r,t) and u(r,t) in terms of the contact pressure P(r,t) by means of
formulas [2], we reduce Eq. (1) to the following integro-differential equation (we assume that r < a(t)):

10 [ OP(rt) t19 ( OP(r,T) oP(r,t) 2
ror <r or >+X/o 7‘87‘( or )dT—i_m or =m(Cr" = %(t)). @

Here we used the notation x = 3usk/h?, k = 3/(2hRy), m = 3us/h3, C = 1/2Ry.

The radius of the contact area a(t) is determined from the boundary conditions [2, 4]:

Pla(t),t) =0, 8,P(r,t)

=0, 0.P(rt)

r=a(t

= 0. 3)

r=0

Denoting a non-decreasing external load by F'(t), we will have the following equilibrium equation:

a(t)
27r/0 P(p,t)pdp = F(t). 4)

Notice that because the load F'(¢) is non-decreasing, the contact radius a(t) increases monotonously.
Notice also that in case x = 0 the contact problem (2) — (4) coincides with that studied in [2, 4].

The following exact equation connects the the unknown punch displacement o (¢) and the contact load
F(t):
a’(t)  2r F(t)

2 m wa?(t)’

while the radius a(t) of the contact area and the contact load F'(t) satisfy the equation:

2/ A0, P(p, 1 )dp}. (©)

The contact pressure, P(r, t), will be considered separately in the domains 2_ and 2 (see Figure 1b)).
If we denote by a~!(r) the unknown inverse to the function a(t) then

do(t) =C (5)

t
o) = F(t)+x/0 F(T)dT-i-fi{

b(r) =0, r <ag, b(r)=at(r), ag <. (7
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In the domain €)_, integrating Eq. (2) leads to the following result:

K OP_ (r,t)
or

m

=Cr+ CyoM(t, 7")67'{12/2 +

6—%

r

Here we introduced the notation Cy = 2Ck~! + 64(0), 1 is an arbitrary value 0 < 1 < y and

7‘2/
i / ' M(t —7,7)(2Cxx™1 4 64(1))dr.  (8)
0
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In the domain €2, we have
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3 NUMERICAL EXAMPLES AND CONCLUSIONS

In order to illustrate the constructed solution of the refined biomechanical contact problem and compare
it with that from [4], we will adopt for the computations the same material properties and geometrical
parameters of a typical human cartilage reported in [2,4]. Namely we assume that pg = 0.25 MPa,
k=2-10"2 mm*N~!s7! h = 1 mm, Ry = 400 mm. In the sequel we also consider some variation
of this set to analyze the sensitivity of the solution to the variation of material characteristics. In all the
numerical tests, a constant contact load F'(t) = Fy = 100 N is applied. The respective results for the
main contact parameters are presented in Fig. 2.

1.4
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g1 $ o6 ---  new model
= = _
= 1y — classicmodel || = t=100s - =200
--- new model T 0.2r
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0.17 T 0 ‘ ‘ E— ‘
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~ ——100
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0 50 100 150 200 0 2 4 8 10 12
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Figure 2: Comparison of the radius of the contact zone, a(t), the indentation parameter dy(¢), the contact
pressure P(r,t) and its derivative with respect to the radial coordinate r for times ¢t = 0,100, 200 [s]
computed in accordance with the model from [4] and the present one for the set of parameters from [2]

The difference between the obtained solution and the classic one [4] is very small and increases with
time though. Thus, for the contact zone radius, a(t), the maximal discrepancy between the solutions is
of 0.074% for t = 200 s. The punch indentation, dy(t), differs for these two models on 3.5% and does
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not practically change in time. (We depict the doubled punch indentation, 24y (¢), for easy comparison
with the results from [4]). Finally, the maximal pressure difference between the models appears at point
r = 0 and increases from 0.85% and 3.57% with time.
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Figure 3: Comparison of the contact zone radius, a(t), the indentation parameter dy(t), the contact
pressure P(r,t) and its derivative, 9, P(r,t), for moments ¢ = 0, 100, 200 [s] computed in accordance
with the model [4] and the present one for b’ = h/2 while others parameters are the same as above.

The second set of the biomechanical parameters chosen for the numerical simulation defers from the
previous one only by the thickness of the cartilage layer h’ = h/2, while all others stay the same.
Now the aforementioned discrepancy between the solution becomes more pronounced (Fig. 3). Thus,
the difference between the contact zone takes its maximal value of 0.6% for ¢ = 200 s. The punch
indentation, do(t), differs even further on to reach its maximum 9% for ¢ = 0. Finally, the maximum
pressure difference between the models lies in range between 0.8% and 5% increasing with time.

Summarizing, for the set of parameters discussed above, the difference between the classic solution
and the refined one is not essential, but for the punch indentation and the contact pressure should be
important in some cases though. These cases may include inverse problems of determining biomechan-
ical and the geometrical parameters of the cartilage layer from experiments. Note also, that the refined
contact model always yields higher contact pressure maximum with the longest contact zone and, as a
direct consequence, to a higher pressure gradient.
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ABSTRACT
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1. INTRODUCTION

Cerebral aneurysm formation is thought to be the results of an interplay between changes in
biomechanical properties of the vascular wall and local hemodynamics factors. This hypothesis is
strengthened by the well documented evidence that aneurysms preferentially arise in areas subjected
to atered hemodynamic forces, such as arterial bifurcations and sharp bends. On the other hand, given
the major impact of vessel geometry on blood dynamics, the study of the three-dimensiona (3D)
geometry of cerebral aneurysms in relation to their parent vasculature may shed some light on the
mechanisms involving hemodynamics into the initiation and progression of the disease.

Many authors have indeed underlined the importance of characterizing the parent vasculature in order
to identify recurrent geometric patterns between aneurysms and hosting vessdls, study intra
aneurysmal hemodynamics, plan and evaluate surgical procedures'2,

In this work we applied robust and semi-automatic computational geometry techniques®# to
guantitatively characterize the geometry of aneurysms and their parent vasculature in a population of
lateral aneurysms developing along the internal carotid artery (ICA). In particular, the geometry of the
ICA siphons as well as the position and the orientation of the aneurysm necks with respect to the
parent artery are investigated. Medical images were obtained in the context of the ANEURISK
project, a collaborative research project aimed at assessing the role of geometry and hemodynamicsin
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the development and rupture of cerebral aneurysms.

2. MAIN BODY

Materials and Methods - Three-dimensional rotational angiography (3D RA) performed in 50 patients
with lateral aneurysms along the ICA were collected at the Neuroradiology Division of the Niguarda
Ca Grande Hospital in Milan following clinical routine for assessment of cerebral aneurysms, for a
total number of 54 aneurysms. Clinical data on the patients was available, including aneurysm rupture
status.

Three-dimensional reconstruction of the lumina surface and the geometric characterization of the
vascular segments and the aneurysms were performed by means of the Vascular Modeling Toolkit
(VMTK)3, an open source framework specifically developed for the anaysis of vascular structures.
The segmentation technique is based on a gradient-driven level-set approach, while all the geometric
evaluations depend on computation of centerlines and identification of bifurcations.

As detailed in a previous work34, the algorithm for the extraction of centerlines robustly relies on the
Voronoi diagram of the model surface and needs a minimum user interaction for the interactive
placement of seeds at the end of the branches and on the dome of the aneurysm. After the
computation of the centerlines, two bifurcations were automatically detected on each 3D network: the
bifurcation of the ICA into middle cerebra (MCA) and anterior cerebral (ACA) arteries, and the
aneurysm bifurcation, which identifies the area where the aneurysm dome depart from the parent
vessel at the aneurysm neck (Figure 1); each set of centerlines was then split into branches, namely the
ICA siphon and the aneurysm sac.

The following geometric quantities were retrieved: the curvilinear abscissa was computed along the
siphon and the zero abscissa location was set at the bifurcation of the ICA into MCA and ACA, this
location provided a stable reference point for all the models;, the ICA siphon geometry was
characterized in terms of curvature and torsion following their classical differential geometry
expressions, while to describe its local 3D geometry the Frenet frame (composed of tangent t« normal
ng and binormal by unit vectors) was built along the its centerline; at the aneurysm bifurcation the
following features were automatically computed3*: the origin 0. of the aneurysm neck, which
accounted for the position of the lesion along the siphon; the normal na, of the plane where the two
centerlines lie while departing from each other which described the orientation of the aneurysm neck,
and the aneurysm vector v, which described the direction of the aneurysm sac immediately after the
bifurcation (Figure 2).

The following operations were performed in order to investigate common geometric patterns in the
development of the aneurysms:. the ICA centerline was subdivided in major bends on the basis of its
curvature and torsion, each bend being identified by a curvature maximum and its two closest torsion
peaks. The aneurysm neck position was investigated in terms of position of the neck origin 0., aong
the ICA centerline, distance between the neck origin and the curvature maximum of the hosting bend
and distribution of aneurysms on the siphon bends. Comparing the direction of the neck vector va,
with the n at the neck origin, the aneurysms were classified as developing along the inner or the outer
wall of the parent vessel; the orientation of the neck with respect to the parent artery was also
evaluated as the angle between the neck plane identified by n., and the osculating plane defined by by
which described the ICA local geometry (Figure 3). To characterize the influence of the upstream ICA
geometry, the parallel transport technique** was applied: the norma n,, was transported along the

156



siphon centerline and the orientation of the neck plane was compared with the ICA osculating planes
at different positions in the upstream portion of the artery.

Statistical analysis of the previously introduced quantities was performed with R statistical package.
Results From the analysis of curvature and torsion profiles of the ICA, the siphon could be described
as a sequence of near-planar bends concatenated in a non-planar fashion: these results highlight the
relevance of non-planarity in the siphon geometry and provides a guide for future studies that aim at
investigating the role of non-planarity in hemodynamics. The extent and shape of bends were highly
heterogeneous, but the curvature of all ICAs showed similar patterns; for example a high curvature
peak corresponding to a sudden sharp bend was aways identifiable: anatomicaly this bend
corresponds to the final bend of the cavernous segment of the ICA, where anatomical constraints force
the artery to follow apath similar to anitaic s, before entering the intra-cerebral space.

The aneurysms were located in the distal upper portion of the ICA, at a mean distance of 12.5 mm
from the ICA hifurcation with the ruptured group appearing to be positioned more distally than the
unruptured (t-test, p<0.05). The anaysis of the distribution of lesions on the siphon bends showed a
predominance of aneurysms to develop on distal ones, on or after the sharp bend of the ICA cavernous
segment previoudy identified; a significant difference was found between aneurysm distributions in
the ruptured and unruptured groups (Fisher's test, p<0.05); these findings may result in the
classification of aneurysmsin the intra-cerebral space at a higher risk of rupture. Last, the mgjority of
aneurysms developed within the hosting bend at the site of the curvature maximum or within one
diameter from it, where the region of flow impingement is expected. Moreover, as far as the geometry
of the hosting bend was considered, the ruptured group showed a less pronounced peak of curvature
than the unruptured one, a geometric feature of the parent artery that may have an impact on intra-
aneurysmal flow structures, as well as wall shear stress distribution and washout mechanisms.

The analysis of the necks orientation showed that the aneurysms were as expected predominantly
located along the outer wall of the hosting bends, where the action of hemodynamics forces are
stronger. As for the orientation with respect to the ICA local geometry, we could not find any
particular preferential orientation of the necks at the site of the lesion. However, the angle
distributions upstream the aneurysm neck showed a gradual tendency to orientate orthogonally to the
local osculating plane. Angle distributions were tested for uniformity with a chi-square test: all
distributions were not significantly different from uniform except at -4mm from the neck origin. A
deeper analysis showed that for abrupt changes in the orientation of ICA planes of curvature, the neck
predominantly orientates within the local plane of curvature, while for smaller changes the orientation
of the neck with respect to the parent artery is more variable. This link between the location of the
aneurysm neck and the upstream geometry of the parent artery hints a possible role for hemodynamics
in the determination of the site of lesion and suggests further characterization of the hemodynamics
arising from non-planar concatenation of bends.

3. CONCLUSIONS

In the present work, we quantitatively investigated the geometric relationship between ICA latera
aneurysms and their parent vasculature through the use of robust and objective criteria. The results
here presented provide evidence for an association between geometry and aneurysm development,
supporting the hypothesis of arole of hemodynamics in aneurysmal disease.
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B \ A C =ICA bifurcation

Figure 1. A. 3D reconstruction of the luminal surface of an ICA hosting an aneurysm and its bifurcation into
MCA and ACA; the computed Voronoi diagram is shown inside the model; B. centerlines of all the branches and
the aneurysm sac; C. identification of the ICA and the aneurysm bifurcations.

/ % a rysm bn‘urcathl’l pP

Figure 2. Determination of the location and the orientation of the aneurysm neck by means of the neck origin
0.,, the bifurcation aneurysm normal n,, and the aneurysm vector v,,.

osculating plane

Figure 3. Orientation of the neck with respect to the parent artery calculated as the angle between the ICA local
osculating plane and the aneurysm bifurcation plane.

REFERENCES

1. Castro MA, Putman CM, Cebral JR. Computational fluid dynamics modeling of intracranial aneurysms; effects of
parent artery segmentation on intra-aneurysmal hemodynamics. AJINR Am J Neuroradiol 2006; 27(8):1703-9.

2. SatoK,Ima Y, Ishikawa T, Matsuki N, Yamaguchi T. The importance of parent artery in intra-aneurysmal
hemaodynamics. Med Eng Phys, 2008; 30(6):774-82.

3. Antigal, Steinman DA. Robust and objective decomposition and mapping of bifurcating vessels. IEEE
Transactions on Medical Imaging,23(6):704-13,2004.

4. Piccindli M, Veneziani A, Steinman DA, Remuzzi A, Antiga L. A framework for geometric analysis of vascular
structures: applications to cerebral aneurysm. |EEE Transactions on Medical Imaging - Submitted.

5. AntigaL, Steinman DA. The Vascular Modeling Toolkit  http://Awww.vmtk.org. Last access Mar 13, 20009.

158


http://www.vmtk.org/

1st International Conference on Mathematical and Computational Biomedical Engineering - CMBE2009
June 29 - July 1, 2009, Swansea, UK
P.Nithiarasu and R.Lohner (Eds.)

SENSITIVITY OF FLOW PATTERNS IN CEREBRAL ANEURYSMS

Jens-D. Miiller, Maki Jitsumura
Dept. of Engineering, Queen Mary, University of London, Mile End Road, London, UK,
j-mueller@qgmul.ac.uk, ex04148 @gmul.ac.uk

Nils H. F. Miiller-Kronast
Fort Wayne Neurological Center, Fort Wayne IN, USA,

ABSTRACT

The sensitivity of the flow pattern in a patient-specific cerebral aneurysm on the ACoA is assessed with
respect to uncertain parameters. Outflow balance and segmentation parameters such as smoothing level
and threshold are shown to have a significant effect on the flow pattern. A novel methodology based on
sensitivity analysis is proposed as a potential predictor for rupture.

Key Words: cerebral aneurysm, flow stability, sensitivity analysis.

1 INTRODUCTION

Patient-specific simulations of cerebral aneurysms [8,2] have been presented over the past years. They
bear the potential to reproduce the patient’s haemodynamics accurately and a large number of such
studies have been presented. However simple correlations with peak pressures or wall shear stress have
so far not been shown to have a statistically significant link to aneurysmal rupture.

More recently, Cebral et al. have proposed an approach based on characterising the pulsatile changes
in the flow pattern [4]. Their study shows a significant link of rupture with impingement size, and a
near significant link with the existence unstable flow patterns that undergo strong changes during the
cycle. Considering the temporal stability allows to include more realistic haemodynamic effects than
time-averaged or peak-value indicators can offer.

A small number of studies have considered the sensitivity of the flow simulation with respect to nu-
merical discretisation, mesh size [5], variations in mean flow [7] flow division, waveform, effect of
small vessels, mesh size and non-Newtonian viscosity [3]. In general it was found that these parame-
ters resulted only in relatively proportional, linear changes. On the other hand, in the particular case
of aneurysms on the anterior communicating artery (ACoA), the flow did show strong sensitivity to
changes in inflow-balance, inflow geometry, phase shifts in the waveform, or altering the waveforms
between left and right inlets [2].

While one could assess the inflow velocity and waveform in the A1 segments with transcranial Doppler
with reasonable accuracy, the A2 outflow vessels are not accessible to TCD. MRI velocity measure-
ments could be performed, but their accuracy is very limited as the vessel will only be resolved with
2-3 pixels with the current hardware. Moreover, even if we were to accurately measure a phase shift or
waveform difference in the inlet waveform, it is by no means certain that this difference is a constant
feature of the patient’s haemodynamics. This puts in doubt the expectations of many authors in the
field that with increased imaging resolution, a truly accurate patient-specific flow simulation can be
conducted which would then be indicative for likelihood of aneurysmal rupture.

159



Here we propose to expand from the viewpoint of temporal stability [4] to a more general concept of
analysing the stability of the aneurysmal flow pattern with respect to a range of relevant parameters.
Our hypothesis is twofold. Firstly, changing flow patterns can be linked to rupture, whether the changes
arise from the pulsatile flow or from changes in the patient’s state, resulting e.g. in changes in the
flow rate, the flow balance or the vessel geometry. Secondly, by assessing the sensitivity of the flow
pattern with respect to a range of relevant parameters, we can simulate the stability of the flow pattern
in response to a range of haemodynamic parameters as experienced over the long period of growth of
the aneurysm.

2 Method and Results

A ruptured Smm saccular ACoA aneurysm of a 55 year old female was imaged using CT-scan (0.5 mm
pixel size). The image has been segmented with MIMICS (Version 11.11, Materialise BV, Belgium).
The geometry of the aneurysm including the supplying and draining vessels has been isolated and
meshed uniformly with tetrahedra using GAMBIT (Fluent Inc.).

Flow simulations have been conducted in FLUENT (Fluent Inc.) using the incompressible laminar flow
equations. Boundary conditions at the inflow of the A1 segments were imposed as velocity inlet based
on transcranial Dopper (TCD) measurements of a normal sex-matched patient with ACA-A1 with peak
velocities of 0.45m/s and 0.57 m/s on the right (inlet 1) and left side (inlet 2), respectively. A typical
waveform for the common carotid artery has been used [6] and results were analysed for the third cycle.
A steady-state mesh convergence analysis demonstrated that for this case a mesh with a mesh width of
0.175mm and 600k tetrahedra was very nearly mesh converged.

Unsteady flow computations were performed for variations in outflow split and smoothing parameter.
Changes in outlet mass flow split over physiological range alter the flow balance between the left and
right branch and reverse the flow in the ACoA. This has a significant effect on the aneurysmal flow
pattern as the flow direction reverses in the ACoA, depending on outflow balance.

Smoothing of the extracted geometry is required to remove artefacts from the voxel-grid of the medical
image. Fig. 1 shows the resulting surface geometry using three smoothing values, the lower segmenta-
tion threshold is kept constant at 180 HU.

Figure 1: Effect of smoothing parameter on the geometry. Left model 1: ¢ = 0.9, middle model 2
o = 0.5, right model 3 0 = 0.0.

In the case with strong smoothing o = 0.9 the surface of the geometry is smooth and no imaging
artefacts are visible. There is a bulge at the sharp bend of the right A1 segment distal to the anastomoses
with the ACoA. In the case without smoothing ¢ = 0.0 one can clearly identify imaging artefacts
which should have been smoothened out: distinct triangular facets on the ACoA, as well as on both Al
segments. There is also a pronounced ridge across the dome of the aneurysm which may be a feature,
but may also be due to alignment with imaging planes. The sharp bend on the right A1 segment in this
case shows a pronounced bulge which may be a small aneurysm. As has been shown by Castro et al. [1]
inflow geometry has a strong effect on aneurysm flow and is to be expected that the resolution of this
geometry detail is very relevant.
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Figure 2: Pathlines coloured by particle numbers in different smoothing factors in pulsatile flow.
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Figure 3: Velocity vectors coloured by vorticity magnitude and velocity magnitude contours with dif-
ferent smoothing factors — Plane B

For the case of an outflow velocity in the left A2 segment of 0.84 m/s, the pathline patterns (Fig. 2)
are shown for the two geometry variations resulting from ¢ = 0.9 and 0 = 0.0. There are two major
differences in the flow upstream to the aneurysm which can be seen to interact with the aneurysm flow.
resulting in a distinctly different flow pattern in the aneurysm.

Firstly, one can observe a helical vortex originating from the bulge in the right A1 segment. This
vortex persists, is swept into the aneurysm and interacts with the aneurysmal flow. Without smoothing,
o = 0.0, the surface geometry has a much more pronounced bulge (Fig. 1). This results in a much
more pronounced helical vortex as compared to the case with high smoothing, o = 0.9. However, the
bulge is still present in that case which would suggest that the bulge is not a visualisation artifact but a
genuine geometric feature. The smaller bulge in the high smoothing case is less strong compared to the
case without smoothing, but it still results in a clearly observable helical vortex. This vortex is weaker
as compared to without smoothing, but does interact with aneurysmal flow.

As a second difference, the flow for o = 0.0 exhibits a stronger left-to-right flow through the ACoA.
One might expect that the flow rate in the ACoA would remain unchanged since both cases have the
same left outlet velocity profile with w ¢t mae = 0.84m/s. If the inlet and outlet cross-sectional areas
were unaffected by smoothing, then this outlet boundary condition would fix the mass-flow split in the
two outlets and hence also fix the balancing flow-rate in the ACoA. However, the cross-sectional areas
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throughout the model will be affected by smoothing, the algorithm used by MIMICS results in a slight
reduction which is more significant for smaller cross sections. As a consequence we can observe an
increase in mass-flow from left to right through the ACoA.

The velocity field in the cutting plane B (Fig. 2) confirms these findings, the flow fields are completely
different. It is remarkable however, that there are no major differences in flow pattern observable in the
various phases of the flow. While this flow is very sensitive to variations in geometry smoothing, there
appears to be little sensitivity to the large variations in flow rate through the pulsatile cycle.

3 CONCLUSIONS

We have demonstrated that uncertain parameters such as outflow split, geometric smoothing value and
threshold level can have a significant effect on the flow pattern. In the presented case reasonable choices
of smoothing value lead to slight variations in geometry which in turn lead to completely different flow
patterns. On the other hand, this flow pattern appears to be insensitive to pulsatile flow rate variations.

We therefore propose to widen the characterisation of Cebral et al. [4] to analyse flow pattern stability
not only with respect to pulsatile flow variations, but also to other relevant parameters, in particular
those affecting the geometry.
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ABSTRACT

In the framework of the Aneurisk project, an extensive statistical investigation has been conducted on
the geometrical features of the Internal Carotid Artery, finding that certain spatial patterns of radius and
curvature are associated to the presence and to the position of an aneurysm in the cerebral vasculature.
Starting from this observation, a classification strategy for vascular geometries has been devised. In the
present work, blood flow has been simulated in the patient-specific vascular geometries reconstructed
in the context of the Aneurisk project, and an index of the mechanical load exerted by the blood on
the vascular wall near the aneurysm has been defined. Finally, it has been shown that certain values
of the mechanical load are associated to the presence and the location of an aneurysm in the cerebral
circulation.

Key Words: blood flow, wall shear stress, aneurysm, statistical classification.

1 INTRODUCTION

The Aneurisk research project (2005-2008, http://www2.mate.polimi.it:9080/aneurisk) was developed
by a joint venture of different subjects: academic and non academic research centers (MOX - Depart-
ment of Mathematics, Politecnico di Milano; LaBS - Department of Structural Engineering, Politecnico
di Milano; “M. Negri” Institute for Farmacological Research, Bergamo), medical centers (Diparti-
mento di Neurochirurgia, Universita degli Studi di Milano; Ospedale Niguarda Ca’ Granda di Milano;
Ospedale Maggiore Policlinico di Milano), industrial partners (Siemens Medical Solutions Italy; Fon-
dazione Politecnico di Milano). The main goal of Aneurisk project was to develop a framework for the
analysis of cerebral vascular geometries. The project was based on the idea of a stream of information
starting from the medical image and passing through a series of steps, each one adding a layer of knowl-
edge to the overall process. The first step is image segmentation, together with geometry reconstruction
and morphology characterization. It is followed by a modeling step for the simulation of blood flow
in realistic geometries and the characterization of the wall mechanics. Statistical analyses represent
the explanatory step, for the organization and the extraction of information from the complete data set.
The final product of this process is intended to be an “enhanced” medical image, analysed in its more
significant features which are then synthetized in a diagnostic (and possibly prognostic) perspective.
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The analyses conducted within the Aneurisk project have focused on the Internal Carotid Artery (ICA),
a preferential site for cerebral aneurysm development [2]. A conjecture formulated by neuroradiolo-
gists at Ospedale Niguarda Ca’ Granda was tested, namely that some geometrical features of ICA are
different according to the presence and the location of an aneurysm. The idea was confirmed by a clas-
sification of Aneurisk data set, proposed by Sangalli et al. [3]. They considered two groups of patients.
The first (which we will refer to as the blue group) is composed of patients with an aneurysm located at
or after the terminal bifurcation of the ICA; the second group (red group) is composed by patients hav-
ing an aneurysm before the terminal bifurcation or healthy. Radius and curvature profiles were studied
in the last tract of ICA prior to the bifurcation [4], and patients in the blue group were found to have
significantly wider, more tapered and less curved ICA’s. Moreover within the latter group there is a
lower variability of radius and curvature of the ICA. A similarity index was defined to measure how the
geometrical features of each vessel compare to those of the representatives of the morphological classes

[3].

It is well known that blood flow features strongly depend on the vascular morphology: therefore we
believe that the differences in the geometry of ICA of patients belonging to the described groups induce
different hemodynamic features and that these may trigger the pathologic response of the arterial wall.
We then propose a CFD analysis over the Aneurisk dataset, in order to study the blood flow features
in the last tract of ICA. Moreover, we look for parameters able to synthetically describe the effects of
blood flow on the vessel wall, such as the spatial average of wall shear stress. This information could be
used to have a better understanding of the mechanisms of aneurysm development in the vascular district
at hand; on the other hand, it could be used to enhance the classification proposed in [3] by combining
the mechanical and the morphological characterization of the vessels.

2 HEMODYNAMICS OF THE INTERNAL CAROTID ARTERY

We chose 21 ICA geometry models, based on their score in the morphological classification [3]. In
particular, we selected seven geometries of the red group having features that strongly distinguish them
from the blue group, and likewise we selected seven geometries of the blue group with features strongly
different from those of the red group; the remaining seven geometries were chosen among the cases (red
or blue) with features intermediate between the red and blue group. Following what has been done in
[3], we focused our attention on the last tract of the Internal Carotid Artery, prior to its terminal bi-
furcation. In facts, this location is particularly interesting, since it is a preferential site for aneurysm
development [2]. The hemodynamic quantity of main interest was wall shear stress (WSS): we com-
puted the integral average of WSS on a specific region of the vascular wall, corresponding to an interval
of curvilinear abscissas on the vessel centerline spanning the last ICA bend and the last tract prior to
the bifurcation.

For each one of these geometrical models we obtained a tetrahedral grid, refined on the basis of the
surface curvature. The computational domain was assumed to be fixed, corresponding to the hypothesis
of rigid vascular walls. We furtherly assumed that blood can be modeled as a continuous incompressible
Newtonian fluid, so that the blood flow problem can be described by the incompressible Navier-Stokes
equations. Cylindrical prolongations were added to each extremity of the surface, in such a way that
the geometrical model presents circular inlet and outlet sections, corresponding to the proximal and the
distal boundaries respectively. The length of these cylindrical extensions was adaptively selected as
10 times the clipped section radius. We imposed as inflow boundary condition on the inlet section a
realistic flow rate wave form, the amplitude being scaled in order to give the same flow regime in all
the computational domains (corresponding to a time-averaged Reynolds number of 350, computed on
the inlet section). A zero-stress condition was prescribed on the outlet sections through homogeneous
Neumann boundary conditions. For each vascular geometry, three cardiac cycles were simulated, in
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Figure 1: Evaluation of wall shear stress on a region of interest selected on the vessel surface and
corresponding to an interval of curvilinear abscissas on the centerline. Undesired branches are excluded
from the analysis.

order to dump the effects of the initial conditions and obtain the periodic solution in the last simulated
heartbeat. The spatial discretization was based on the Galerkin finite element method, and was carried
out with a P1 approximation for both the pressure and the velocity. The adopted time advancing scheme
is a BDF of order 1, with a time step of 1073 s.

The spatial integral average of WSS was computed on the arterial wall, after the removal of possible
branching vessels and aneurysms. An example of the considered portion of the ICA surface is shown in
Fig. 1. All the fluid dynamics simulations and the WSS computations were carried out with a software
specifically realized for Aneurisk project and based on LifeV (www.lifev.org), a C++ implementation of
algorithms and data structures for the numerical solution of partial differential equations. The treatment
of vascular geometries (addition of flow extensions, splitting in branches, identification of regions of
interest) has been performed by using the software VMTK (www.vmtk.org) [1].

[
e
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Figure 2: Spatial integral average of wall shear stress (in dyn / cm?), over the last portion of ICA prior
to the bifurcation: median time patterns for the red and blue groups.

For each geometry we computed the spatial integral average WSS, in the region of interest, as a function
of time. Fig. 2 shows the median time patterns for the red and blue groups. Moreover, we computed the
average over time of each of the WSS patterns, getting 21 space-time integral average WSS. We took the
space-time integral average WSS as an index of the mechanical load. Fig. 3 shows the distribution of
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Figure 3: Boxplots of space-time integral average WSS for the red and blue groups.

the mechanical load for the red and blue groups. This analysis shows that arteries of patients belonging
to the red group (that is, with narrower, less tapered and more curved vessels) typically undergo a higher
mechanical load, with respect to geometries belonging to the blue group, in the same flow regime. This
preliminary result strongly supports the existence of a dependence between hemodynamic features and
the aneurysm location. A similar result, if observed on a larger number of geometries, would also allow
for a characterization of the red and the blue groups in terms of the mechanical load.

3 CONCLUSIONS

The results of this work suggest that high WSS is associated to the presence of aneurysms in the Internal
Carotid Artery. Starting from this observation, based on the presented data set, it may be conjectured
that a high-WSS environment, induced by geometrical features, predisposes to the development of the
pathology. The in-silico setup here presented, and its further improvements, stand as a candidate tool to
give a synthetic description of the mechanical solicitation exerted by blood flow on the vascular wall.
More than that, our results show that it might be used to characterize cerebral vascular geometries which
feature the presence of an aneurysm. In particular, once the fluid dynamical analysis will be completed
on the entire Aneurisk dataset of geometries, we shall also quantify to what extent the hemodynamic
features help in characterizing different aneurysmal locations with respect to the sole morphological
features. In this respect, it is worth noting that the information provided by CFD could have a prognostic
value, helping to assess the evolution trend of the studied vessels: geometries featuring high WSS in
the region near the bifurcation could be more prone to the development of an aneurysm in ICA.

Further application and improvement of this twofold approach, morphological and hemodynamic, is
likely to give a greater insight and comprehension of cerebral aneurysms.
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ABSTRACT

The objective of this work is to characterize the hemodynamics in normal cerebral arteries and
establish normal baseline values of blood flow variables along normal arteries such as wall shear
stress, velocity magnitudes, secondary or swirling flows, etc. This information is highly valuable to
compare with pathological values in diseased vessels in order to better understand the role of
hemodynamics in the processes responsible for the initiation, progression and outcome of
cerebrovascular diseases. In order to achieve this goal, a massive use of computational resources
becomes a must, being efficiency a premise as important as accuracy. In this paper we present the
Computational Fluid Dynamics (CFD) background of the project, which is a parallel incompressible
flow solver. The numerical scheme is FEM-based, stabilized by means of Variational Multi Scales.
The solution strategy is a fractional formulation, based on an preconditioned Orthomin(1) iteration for
the pressure Schur complement. The momentum equations are solved with a BICGSTAB/GMRES
solver and the preconditioned Schur complement system with a Deflated Conjugate Gradient solver.

Key Words: Computational Hemodynamics, Cerebrovascular Diseases, CFD, Parallelization, Varia-
tional Multi Scale

1 INTRODUCTION

Stroke or brain infarct is the third cause of death after heart disease and cancer in industrialized countries
and the leading cause of long term disability. There are two types of strokes: ischemic and hemorrhagic.
Ischemic strokes are caused by a diminution of blood flow to a part of the brain, typically caused by
atherosclerotic occlusion of the main arteries supplying the brain (e.g. the carotid arteries). Hemor-
rhagic strokes are most commonly caused by the rupture of an intracranial aneurysm and bleeding into
the subarachnoid space [1, 2]. The mechanisms responsible for the initiation, progression and rupture
of intracranial aneurysms are not well understood. Previous studies have identified the hemodynamics,
wall biomechanics and peri-aneurysmal (extravascular) environment as key players [3]. Although the
relative importance, interaction and exact function of these factors remains poorly understood, hemody-
namics is though to play an important role. The hemodynamics in cerebral aneurysms has been studied
using experimental and computational models using the patient-specific vascular geometry obtained
from anatomical images [4-9]. These studies have characterized the complex hemodynamics inside
cerebral aneurysms. However, there is a lack of information regarding the normal hemodynamic condi-
tions at the location of these aneurysms. This information is extremely valuable in order to quantify the
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local differences in hemodynamic variables such as the wall shear stress between normal and diseased
arteries. This is important to establish thresholds below or above which the hemodynamic variables can
be considered “abnormal”. Therefore, the final goal of this project is to characterize the hemodynamics
in the cerebral arteries of normal subjects.

This paper is an introduction to the larger research project to be carried on and deals with the Com-
putational Mechanics side of the problem. In it, it is described the numerical formulation and its im-
plementation, focusing in what is central when solving such large scale problems: both the numerical
and computational efficiency of the simulation process. We also show how performance analysis tools
can help developers to improve the parallel behaviour of their codes. As a second main issue, we intro-
duce some particularities of Biomechanics’ grand challenge cases, like this one. The paper ends with
numerical examples.

2 THE METHOD

2.1 General Description

In order to characterize the normal brain hemodynamics, we propose to construct subject-specific mod-
els of healthy brain arteries from magnetic resonance angiography (MRA) images of normal subjects.
A series of 60 high resolution MRA datasets covering the entire brain obtained using a 3T scanner has
been collected though our collaboration with the UCLA Center for Computational Biology. To date,
more than 40 of these datasets have been segmented using semi-automatic tools. These tools provide a
hierarchical representation of the brain vascular trees covering several arterial generations. We propose
to use these detailed vascular reconstructions to build 3D subject-specific computational fluid dynam-
ics (CFD) models. For this purpose, a cylindrical surface is created along each arterial branch, and
all branches are subsequently fused to form a watertight surface model of the brain vasculature. This
geometry is then meshed using an advancing front method with local element sizes prescribed using
adaptive background grids and sources [10, 11]. Typical computational grids contain between 20 and
100 million tetrahedral elements for over 100 arterial branches. The blood flow is modeled by the
3D unsteady Navier-Stokes equations. As a first approximation, blood is assumed Newtonian and the
vessel walls rigid. Since subject-specific physiologic flow information is not available, boundary con-
ditions are derived form blood flow measurements obtained using phase-contrast magnetic resonance
techniques on normal volunteers. The example shown in this paper has constant flow prescribed at the
inlets, leaving the transient boundary conditions’ example to be presented at the conference.

In summary, we propose to construct a series of subject-specific brain arterial models from MRA
datasets, and for each model perform a number of CFD calculations corresponding to different heart
rates in order to characterize the hemodynamics in normal subjects under the range of normal physio-
logic flow conditions.

2.2 The Computational Model

The governing equations are the Navier-Stokes set for incompressible flow. The space discretization is
done over a non-structured grid using the Variational Multiscale Finite Element Method. The solution
strategy is based on a fractional scheme converging to the monolithic solution. It consists of a precondi-
tioned Orthomin(1) iteration for the pressure Schur complement, exhibiting much higher convergence
rates than the classical Richardson iteration which is the core of common fractional step techniques.
The momentum equation is solved with a BICGSTAB/GMRES solver and the preconditioned Schur
complement system with a Deflated Conjugate Gradient solver, a keypoint for the efficiency of the
algorithm.
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Figure 1: Details of the mesh and results.

The resulting scheme is programmed in the Alya System [14, 15], the in-house High Performance
Computational Mechanics code of BSC-CNS. The code is parallelized using a hybrid OpenMP-MPI
strategy. The MPI strategy is based in a mesh partition performed firstly, that divides the computational
domain in equilibrated pieces that are distributed among the processors available. The automatic mesh
partitioner used is Metis [16]. Metis balances the load based on two premises: sub-domains of approx-
imatedly the same load but keeping the minimal surface for the inter domain boundaries to optimize
communications. Although this is a useful strategy, when blindly applied it can lead to a large imbal-
ance, like in this particular case, where the extremely elongated and branchy domains with meeting
points degrades Metis partition. The mesh as well as some results are shown in Figure 1.

3 CONCLUSIONS AND FUTURE LINES

This paper presents the simulation kernel of a large-scale Computational Biomechanics project, a
project that consists in characterizing the normal arterial flow of the brain. We describe the project
and present the numerical scheme and the strategy to improve the code efficiency, attacking two differ-
ent aspects: the algorithm (improving convergence) and the code (improving parallel efficiency). The
target geometry is a typical case out of the subject-specific models database. At the moment of writting
the paper, more models are being analyzed. To complete this task is the first horizon.
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ABSTRACT

Cerebral aneurysms are found in approximately 1-8% of the population and 90% of these
cases result in subarachnoid hemorrhage [1]. Nearly half of these cases will result in
death and many more will result in severe neurological deficits despite the best possible
medical and surgical interventions. In order to prevent this rupture, endovascular stenting
is sought as a new and minimally-invasive treatment paradigm. This important medical
problem is therefore attracting growing interest. Aneurysm surgery remains dangerous, in
particular because surgeons have limited knowledge of blood flow patterns and complex
3D geometry of aneurysms. The placement of a stent across the neck of an aneurysm has
the potential to alter the hemodynamic in such a way as to induce self-thrombosis within
the aneurysm sac, stopping its further growth and preventing its rupture [2]. Furthermore,
the porous nature of a stent will keep the adjacent perforating vessels patent even after
the stent is deployed [3]. As a summary, ‘intracranial stenting’ is a relatively novel,
minimally-invasive and promising treatment paradigm for cerebral aneurysms.

Even though stents have been identified as a potential treatment of aneurysm, there is still
no quantitative data available yet on optimal stent design parameters and on the resulting
effect on hemodynamics. The present project is thus focused on obtaining a complete
characterization and understanding of the flow patterns through non-stented and stented
aneurysm models using a Computational Fluid Dynamics (CFD) analysis, with
companion experimental validation. This information is essential to determine later if a
specific aneurysm is suitable for a particular surgical technique.

The growth and rupture of saccular aneurysms are related to body systemic influences,
such as blood pressure and pulsatility, as well as to local factors such as arterial wall
properties and hemodynamic stress. The mechanism by which blood flow velocity
influences aneurysm formation is thought to be through wall shear stress and pressure
load, inducing vibrations and secondary endothelial disruption. To obtain the detailed
information needed by medical specialists, a Virtual Aneurysm (VA) configuration is
considered in the present project.

Key Words: Blood flow, hemodynamic, wall shear stress, aneurysm, and stent.
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Configuration and Methods: Different VA configurations have been examined,
involving different aspect ratios, different curvatures of the parent vessel, and using either

Newtonian or non-Newtonian fluid assumptions. The basic geometry of the aneurysm is
based on values for a middle cerebral aneurysm as investigated in [4]. The diameter of the
artery is 3 mm and the size of the dome to neck ratio (Fig.1) is varied between 1.3 and 1.6.

Dome
Ancurysm
Fundus
Neck
Proximal Dastal
— —_—
Parent Artery

Figure 1: Dome to Neck geometry [4]

Aneurysm geometry, possibly including a stent, is generated using Autodesk Inventor (Fig.2) and later meshed
using ICEM-CFD. Prism layers are generated on the walls and tetrahedral layers in the remaining of the model. A
standard geometry is considered for the stent in this first study, with wires of diameter 0.2 mm and a spiral with
displacement length 3 mm, total length 10 mm. The flow solution is obtained following best-practice guidelines
developed specifically for CFD simulations. The simulation procedure has been validated previously by comparing
with experimental measurements on an aortic aneurysm model [5,6]. The resulting flow field is computed by
considering both, Newtonian and non-Newtonian fluid behavior, since previous studies have demonstrated that this
might be an important feature [6].

Figure 2: Example of a geometry with stent
Computational simulations are performed to analyze the intra-aneurysmal flow. The finite-
volume package ANSYS-Fluent is used to solve the Navier- Stokes equations. Firstly, the
geometry of the artery, aneurysm and stent and the boundary conditions of the flow
problem are defined. The intra-aneurysmal inflow, mean absolute velocity, wall shear stress,
pressure field and vorticity are then computed and analyzed in order to examine the
influence of stent placement.

Results: Various endovascular techniques have been introduced for the treatment of
aneurysms. Stenting has been mainly used to treat wide-necked aneurysms. Even though
characteristic hemodynamic parameters cannot explain alone the complicated embolization
process, they can provide a favorable environment. Therefore, hemodynamic changes caused
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by the insertion of a stent in both a steady and a pulsatile flow case have been examined in
the present study.
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Figure 3: Contours of velocity magnitude without stent
The results from all simulations, as exemplified in Figs. 3 and 4 indicate that the stent
indeed induces small but noticeable modifications of the flow patterns. The results
without stenting first show an increase in peak flow velocity within the aneurysm for

decreasing aspect ratio. The simulations furthermore show in both steady and pulsatile
flow cases a noticeable flow penetration along the distal side of the aneurysm neck and a
vortex formation within the aneurysm.
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Figure 4: Contours of velocity magnitude with stent (same scale as Fig.3)

This vortex moves towards the distal part of the aneurysm when the inflow velocity
increases. Stenting systematically leads to a reduction in flow penetration and peak velocity

within the aneurysm (compare Fig.3 to Fig.4). Our results can thus help explain in vivo
thrombus formation within an aneurysm after placement of a stent, compatible with local
hemodynamics. Furthermore, the design and development of optimised stents can be
carried out based on CFD, providing a suitable treatment for selected cerebral aneurysms.
Further results will be shown at the conference.
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ABSTRACT
An Immersed Boundary fluid-structure interaction model is developed to investigate the
dynamic behaviour of a designed chorded mitral prosthesis inside the left ventricle. In
order to simulate more realistic physiological flow conditions, in vivo magnetic resonance
images of the left ventricle are used to determine the anatomical structure and the motion
of the left ventricle. The ventricle geometry and its motion are incorporated into the
dynamic mitral valve model. This model allows us to investigate the influences of the
flow vortex generated by the ventricle motion on the valve dynamics, as well as the
impact of the motion of the chordae attachment points. Results are compared with two
other cases: (i) a ventricle model with no prescribed motion of the chordae attachment
points, (i1) a tube model in which the ventricle is replaced by a tube, although the motion
of the chordae is incorporated. These special cases enable the influence of the chordae
motion and the vortex on the behaviour of the valve to be analysed independently. It is
found that the vortex flow helps to reduce the cross valve pressure gradient; however, it
can significantly increase the chordae and the valve stretch in the commissural region and
make the flow field strongly asymmetric. Surprisingly, we observe that the presence of
the flow vortex does not necessarily aid the valve closure.

Key Words: mitral valve, left ventricle, fluid-structure interactions, prosthetic heart valve, vortex, left
ventricle, chordae, 3D dynamic modelling

1. INTRODUCTION

Compared with the aortic valves, mitral valve (MV) has been understudied due to its complex anatomical
structure consisting of two geometrically distinct flexible leaflets; a mitral annulus and chordae tendinae
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that connect the valve leaflets to the papillary muscles [1] which are located in the walls of the ventricle.
The chordae act to reinforce the leaflet structure and prevent prolapse of the leaflets when the valve closes.
In addition, they also assist in maintaining the geometry and functionality of the ventricle.

Both experimental and computational analysis can guide prosthesis design; however the advantage of
computational analysis is that material and geometric parameters can be easily changed to determine an
optimum design. The focus of our research is to evaluate the optimal design of prosthetic mitral valves and
guide experimental analysis and design. Computational modelling of the native mitral valve is highly
difficult: the geometry of the chordae and leaflets is complex; the dynamic motion of the left ventricle
causes a displacement of the papillary muscle base relative to the mitral annulus; the papillary muscles
contract and relax during the cardiac cycle; the geometry of the mitral annulus is dynamic and so on.
Furthermore, large deformation fluid-structure interactions are present during opening and closing phases.

Recently, the dynamic performance of a bioprosthetic mitral valve has been studied by the present author
(Watton et al. 2007, 2008). In these studies, the dynamic behaviour of a chorded mitral prosthesis was
modelled using the immersed boundary (IB) method, which accounts for the coupled fluid-structure
interactions of the blood flow and the mitral valve leaflets.

In this paper, the MV model is extended to include the effect of the dynamic motion of the whole LV. The
IB method is used to describe the fluid-structure interactions between the blood flow and the mitral valve
leaflets. The motion of LV is extracted from the in vivo MRI data of a healthy subject. The simulation
shows that the vortex has a strong influence on the mechanical behaviour of the valve. The results are
compared with the two other cases: the Tube model, in which the LV is replaced by a tube, and the LV
Fixed CAP model, in which the chordae positions are fixed in space, although the MV is still placed in a
moving ventricle. The main observation is that the presence of the ventricle model changes the flow
significantly; it introduces a strong vortex and makes the valve deformation greater and highly asymmetric.
It also helps to reduce the valve opening pressure gradient by almost half compared with that of the Tube
model. However, the simulation suggests that the vortex flow induced by the left ventricle does not
necessarily help with the valve closure.

2. METHODS AND RESULTS

Commissural area .
(Commicenral area

Anterior leaflet

Off-central

Central . Off-central
Posterior

leaflet

Fig.1 The MV model with posterior and anterior leaflets, and is divided into central, off central and
commissural areas.
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The geometry of the MV is generated using the software SOLIDWORKS, and for the IB simulation it is
represented as a surface constructed from one-dimensional elastic fibre segments, see Fig.1. Following
Watton et al. (2007, 2008), we generate the MV model from the IGES file of the designed valve, which was
imported to Gambit to create quadrilateral finite element mesh. The nodal coordinate data and the
connectivity are then used to create the IB fibre model. For the anterior leaflet, 3718 elements are used to
generate 22308 fibre ends, and for the posterior leaflet, 4269 elements are used, leading to 25614 fibre ends.
The requirement for the fibre grid is that the maximum grid density should be at least twice as much as the
fluid grid.

CAPs position

Inlet flow rate

Fig.2 The whole computational model, with the fluid box of size 0.08*0.08*0.08 m’.

The imaging software CMRTOOLS (www.cmrtools.com, Imperial College, UK) is used to analyse high
resolution MRI data of the dynamic motion of the ventricle (32 phases per cardiac cycle of about 0.75 sec)
from a healthy subject. This software enables the user to interactively define the geometry of the ventricle
and the directional axes of the papillary muscles at each time step, which is used to set the boundary of the
MYV model, see Fig.2.

A periodic velocity profile based on a pulsatile flow rate is exerted on the input fluid of the fluid domain.
The pulsatile flow rate has to be calculated according to the change of the volume of the left ventricle due
to mass conservation. The immersed boundary method code is used to solve this 3D fluid-structure
interaction problem (Watton et al. 2007, 2008). A total of 20,000 time steps (at step size of 0.25%10™ sec),
is required for each cardiac cycle (0-0.5sec) which took about 35 hours on a Dell Precision T5400
Workstation with 16GB DDR2 667 Quad Channel FBD Memory, and 2330MHz. TECPLOT software was
used for graphical post-processing.

Three simulation models are considered: (i) the LV model: MV inserted in LV with chordae attachments
points embedded in the wall of the ventricle; (ii) the LV Fixed CAP model: MV inserted in LV with fixed
chordae attachment points relative to mitral annulus; (iii) the Tube model: MV inserted in a tube with
dynamic chordae attachment points — with same relative motion as in (i).
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Fig.3 The pressure gradients across the prosthesis MV of the three models. There are more spikes in the
pressure drop curve due to the vortex impacts on the LV wall. The flow rate curve is also overlapped to
show the correspondence events.

LV model

Tube model / N

Fig.4 Velocity vector plots of the LV model at t=0.15 sec for the
LV and the Tube model. Note although the moving LV is
included in the simulation, as indicated by the insert (at t=0), it

is not plotted for graphic clarity.
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3. CONCLUSIONS

The effect of the vortex flow induced by the left ventricle model on the MV mechanics has been assessed in
a three dimensional dynamic fluid-structure interaction simulation using the immersed boundary method.
Three models are considered; the LV model in which the chordae run through the mitral valves are fully
attached onto the ventricle wall, the LV Fixed CAP model in which the mitral valve is placed inside a
moving LV, but the chordae attachment points are fixed in space during the cardiac cycle, and the Tube
model in which chordae are moving as in the LV model, but the LV is replaced by a tube. Results show
that the LV motion and the induced vortex flow can reduce the opening pressure gradient significantly. On
the other hand, these also make the valve motion more asymmetric and increase the valve stretch in the
commissural areas. The impact of the chordae attachment motion is also assessed and the results show that
although the LV and the LV Fixed CAP models yield very similar results in the flow field, the LV Fixed
CAP model has much smaller stretch in the chordae and the posterior leaflet. This suggests that if the
papillary muscle can be kept to function (i.e. to compensate the chordae motion) in the MV implantation, it
will reduce the valve and chordae stretch significantly.
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ABSTRACT

This paper reports the application of two commercial codes to the study of distinct cardiovascular
problems: dynamics of a mechanical heart valve prosthesis, using ANSYS-CFX, and function of a
native venous valve, using LS-DYNA. The mechanical valve dynamics remain consistent for a range
of mesh densities and residual criteria but begin to vary once the solution timestep is increased above
0.2ms. A reduction of venous valve orifice area is observed as a result of gravitational loading. Both
approaches show promise for further study of these biomedical systems.

Key Words: Heart valve, venous valve, fluid-structure interaction.

1. INTRODUCTION

Advances in computational power have allowed numerical simulation of problems which have
traditionally been difficult to address. Of particular interest is the behaviour and fluid dynamic
performance of both native and prosthetic (replacement) valves within the cardiovascular system.
Native valves are formed by soft tissues with complex properties which provide optimum valve
performance under normal conditions, whilst prosthetic valves have been designed using either soft
tissue or mechanical components. For all valves there is strong interaction between fluid dynamics and
solid mechanics, requiring a fluid-structure interaction (FSI) approach to determine equilibrium
between solid and fluid physical systems.
In this paper we describe the application of two commercial codes with FSI capabilities to the study of
distinct valve conditions: a mechanical heart valve prosthesis and a native venous valve. The
applications are distinguished by the relative flexibility of the valve leaflet.
* Mechanical valve: ANSYS-CFX is used to resolve valve motion with an implicit time integration
method. The valve leaflet is a rigid body which undergoes large rotations under the fluid loading.
* Native venous valve: LS-DYNA is used with explicit time integration to capture the dynamic
response of the highly flexible venous valve leaflets.

2. METHODS

The geometry and boundary conditions of the mechanical mitral valve are shown in figure 1. An
idealized single leaflet valve is studied. The leaflet has a single rotational degree of freedom about the
hinge point and symmetry is exploited to model half the valve geometry. A non-slip boundary
condition is applied at the walls, a constant rate of change of pressure (dp/dt) at the inlet of 13.3kPa/s
(100 mmHg/s), generated by the left ventricle, and a constant atrial pressure of 1.995KPa (15 mmHg)
at the outlet.

The volume within the chambers and the valve housing is meshed, excluding the solid valve leaflet
from the fluid model. The ANSYS-CFX finite volume code was employed with an ALE approach to
incorporate mesh deformation effects during transient solutions and an implicit time integration
method. The fluid is defined with density 1000kgmiscosity 0.004 Pa s to approximate blood-like



behaviour. Solution convergence is monitored based on the RMS value of the normalized residuals at
each timestep.

To couple the motion of the fluid and the valve leaflet we compute the rigid body motion of the valve
under the action of the fluid forces. This is achieved using internal routines within the software to
calculate the total moment, M, about the axis of rotation of the valve leaflet, given by equation 1.

M = rGllfGZ sing + (|EGy -G+ A)cosé’] (1)

Where g is the distance between the axis of rotation and the centroi@ enthe angle between the
leaflet and the y axis. The dynamic equation for the leaflet, given by equation 2, is then solved.

M o2 @)

A6 = eyt + -
Where @ is the increment of leaflet angle dtis the time incrementy,q is the angular velocity at the
beginning of the current time step and M is the moment about the axis of rotation of the leaflet. The
moment of inertia of the leaflet, | = 6.6E-8 kinThe motion of the leaflet results in a displacement of
the fluid mesh at the boundary with the leaflet geometry. Mesh movement is applied at the start of
each timestep based on the fluid forces calculated at the previous timestep. This constitutes an explicit
approach, which may result in a sensitivity of results to the timestep size chosen for solution.

Coarse Ref Fine Large SmallAt Large RMS Small RMS
Mesh 33,739 | 53,055 | 88,600 | 53,055 53,055 53,055 53,055
elements
Timestep 0.2ms 0.2ms 0.2ms 2ms 0.05ms 0.2ms 0.2ms
RMS le-5 le-5 le-5 le-5 le-5 le-4 le-6
criteria

Table 1: Parameters used for numerical sensitivity study

The sensitivity of the leaflet dynamics was investigated with variation of mesh density, timestep size
and RMS convergence criteria as shown in Table 1. These sensitivity tests were undertaken during the
early phase of the valve motion, before remeshing of the fluid volume is required. Manual remeshing
of the fluid domain to obtain results through to valve closure is reported elsewhere [1].

Outlet boundary

Outlet boundary = ./ (zero pressure)

(constant atrial |
pressure) y

valve leaflet

valve leaflet
yz symmetry plane

xz symmetry plane

.‘ y inlet boundary
i (constant
dp/dt)

0 0.03 (m Inlet boundary
o (constant flow)

Figure 1. Geometry and boundary conditions of Figure 2: Geometry and boundary conditions
mechanical valve model of native venous valve model

yz symmetry plane

The venous valve geometry and boundary conditions are shown in figure 2, half a single valve leaflet is
modeled in a quarter of the vessel, which is represented by a cylinder of diameter 1.19 cm
(representative of the femoral vein [2]). The valve is located between z = 0.1 m and 0.112 m of a 0.2m
vessel length. Leaflet geometry is defined based on qualitative superficial valve geometry obtained
during a previous study [3] with an axial length twice that of the vessel radius and radius of curvature
17.73 mm (150% of the leaflet axial length). The solid domain (vein wall and valve leaflet) is meshed
with four node shell elements and the fluid domain is meshed with hexahedral eight node elements.
The boundary between fluid and void is co-located with the vessel wall.

The inlet fluid condition is a parabolic velocity profile which represents the flow into the vein from the
distal (ankle) end of the vessel at a constant flow rate of 15.1 ml s-1 [2]. An initial parabolic velocity
profile is applied throughout the vessel, assuming developed flow. Zero pressure is applied at the
outlet to represent the low resistance outflow as blood drains into the larger veins towards the heart.
All degrees of freedom are constrained in the solid domain at both the inlet and outlet. After a short
period of 0.15 seconds an instantaneous gravitational body force is applied to simulate the effects of a
sudden change in posture from supine to standing. The initial boundary conditions are maintained
throughout the simulation.

The methods used to model the fluid and solid components are similar to those described by other
authors [4]. An elastic modulus of 1MPa is specified for the vein wall, with a wall thickness of
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1.182mm. Leaflet thickness and leaflet stiffness are specified as 0.05mm and 0.25MPa respectively.
The fluid is modeled as a compressible, Newtonian fluid with density of 1000 kg m-3 and dynamic
viscosity 0.004 Pa.s. A value of bulk modulus K = 1.27E+7 Pa was used in the current study, which
represents a fluid with wavespeed of 112'namd requires an explicit timestep of the order le-6
seconds. It is assumed that compressibility effects will be negligible until the wavespeed of the fluid
approaches that of the wavespeed associated with the elasticity of the vessel wall, determined from the
Moens-Korteweg equation:

1
c=(En/2Rot-0?)) @
which gives a value of ¢ = 11.5ms-1, ten times lower than the wavespeed associated with the fluid
alone.
An Arbitrary Lagrangian Eulerian (ALE) approach is adopted for the fluid domain in LS-DYNA with
acceleration and velocity coupling between the fluid and solid components.

3. RESULTS

M echanical prosthetic valve dynamics (sensitivity analysis) Valve dynamics was observed to be
consistent with variation of most parameters described in Table 1, with less than 0.4 degrees difference
in the leaflet opening angle at a solution time 0.08 seconds. The exception to this was when the
timestep was reduced to 0.002 seconds, where there was a 2.4 degree difference in the calculated leaflet
angle from the reference parameter analysis. A comparison of the leaflet position and local velocity
vectors between the reference parameter analysis and the 0.002 second timestep analysis is shown in
figure 3a. Figure 3b shows the difference in the time history of the leaflet angle for these two analyses.

St I,
ApAAL 80, Reference
*  2ms timestep

.06 0. 0.08 0.09
Analysis time (seconds)

st TS
Figure 3: a) Comparison between disc position and local velocity vectors at analysis time 0.08
seconds between the reference parameter analysis (black) and the increased timestep (0.002 seconds)
analysis (grey) b) Comparison of the time history of leaflet angle between the reference and reduced
timestep analyses.

Native venous valve function Figure 4 shows the velocity vectors local to the venous valve at a
number of time points throughout the simulation. A reduction of valve orifice area of 5% is observed
between 0.15 seconds, the instant at which the gravitational load is applied and 0.178 seconds, the
maximum initial valve closure after gravitational loading.

Figure 4: Valve deformation and local velocity vectors at a) 0.048 seconds, during initial valve
opening phase b) 0.15 seconds, the instant at which the gravitational body force is applied c) 0.166
seconds, peak reverse flow behind the valve leaflet d) 0.178, maximum initial valve closure after

gravitational loading
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4. DISCUSSION

In the case of the mechanical valve, the consistency of the results with variation in the solution
paameters provides confidence in the stability of the numerical scheme used to update the leaflet
position as a result of the imposed fluid forces. The noted exception occurs when the timestep size is
significantly reduced, this is likely to arise from the adoption of an explicit scheme to impose the leaflet
displacements based on the fluid forces calculated at the previous timestep. Such a limitation is
unlikely to present significant issues as we have observed during other studies [1] that a small timestep
size is required to allow resolution of valve dynamics through to valve closure as the leaflet accelerates.
The analysis of venous valve function is of particular interest after the application of the gravitational
body force at 0.15 seconds. The valve initially begins to close as the gravitational force acts. The
response after the initial closure becomes more complex as a result of the propagation of pressure
waves within the fluid domain and the reflection of these at the domain boundaries. It is acknowledged
that the oscillations present in the response of the system are determined by artificial wave reflection
effects due to the imposed boundary conditions. It is suggested that wave reflection will be
experiencedn vivo due to a number of factors including: changes in vessel compliance, bifurcations
upstream of the valve and additional valves in the vein which are not represented in this model. The
results of the current study can be compared with experimental observations of valve function reported
by Lurie et. al [5]. The opening area of the valve appears to be underestimated and the velocity
increase through the valve overestimated in the current study, as Lurie reports reduction in valvular
area of 35% and a velocity increase of approximately 200%. A significant limitation of this study
which may account for these differences is the simplification of the vessel geometry which neglects the
valve sinuses.

5. CONCLUSIONS

Alternate methods of FSI analysis using the commercial codes ANSYS-CFX and LS-DYNA have been
presented. Results from the ANSYS-CFX analysis have shown that the dynamics of the mechanical
valve remain consistent for a range of mesh densities and residual criteria but are particularly sensitive
to the solution timestep. The LS-DYNA study of venous valve function demonstrates that a reduction
of venous valve orifice area is observed after the application of a gravitational body.

Both approaches are well-suited to the individual applications and show promise for further study of
these biomedical systems. Examination of the cavitation and thrombotic potential of mechanical valves
and the local residence of blood constituents close to venous valve sinuses will form the basis of future
work.
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ABSTRACT

The purpose of this work is to investigate the fluid mechanics downstream of the aortic valve. Some
of the main difficulties in modeling and simulating flow near the aortic valve arise from modeling the
fluid-structure interaction, modeling the contact amongst the valve’s leaflets, and handling the intense
unsteadiness and velocity gradients present in the fluid. The ultimate goal of such modeling is to better
understand the flow physics to help clinical decision making and the understanding of pathophysiology.

In this work, computational models are brought together to investigate the pulsatile flow downstream
of the aortic valve in a three-dimensional aortic root geometry with realistic hemodynamic conditions.
Numerical simulations are performed by means of a partitioned procedure for fluid-structure interaction
(FSI) problems in which contacts amongst different deformable bodies can occur. Blood flow kinemat-
ics downstream of the valve is analyzed by computing Lagrangian coherent structures (LCS) from the
blood flow velocity.

Key Words: aortic valve, fluid-structure interaction, contact, finite-time Lyapunov exponents, La-
grangian coherent structures.

1 INTRODUCTION

Heart disease is amongst the major causes of death in the world. According to the World Health Orga-
nization, heart disease is responsible for more than 15 million deaths every year [1]. Part of these cases
involve disorders of the aortic valve. Valve malfunctions (e.g. valvular stenosis) dramatically modify
the normal physiological blood flow, affecting the hemodynamic performance and the efficiency of the
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heart. Numerical simulations give a deeper insight into the fluid mechanics in the neighborhood of the
valve, providing a useful tool to better understand how flow conditions relate to health and disease, or
to evaluate interventions that affect blood flow mechanics.

The modeling and the numerical simulation of the interaction between the blood and the valve are chal-
lenging due to complex moving geometries, possible contact amongst the valve’s leaflets, intrinsic flow
unsteadiness and very intense velocity gradients. In this work, two aspects are mainly considered: the
FSI between the blood and the valve and the contact that could happen amongst the leaflets of the valve
during closure. Both problems are automatically handled by a partitioned procedure introduced in [2].
The scheme is applied here to obtain a three-dimensional realistic simulation of the pulsatile blood flow
through the aortic valve.

The rapid movement of the valve and the intense velocity gradients (both in space and time) lead to
complex downstream flow, which is often difficult to characterize but nevertheless extremely impor-
tant from a clinical point of view. Here we propose to compute LCS to better characterize blood flow
kinematics downstream of the valve. Lagrangian coherent structures have already been successfully
applied to the study of flow in large vessels in [7], to characterize flow stagnation, flow separation,
partitioning of the fluid and mechanisms governing stirring and mixing in vascular model. Preliminary
but promising results are here briefly reported.

2 SIMULATION AND ANALYSIS OF THE FLOW THROUGH THE
AORTIC VALVE

2.1 Fluid and Structure Models

In this study, both the fluid and the structure problems are approximated by means of the finite element
method. The fluid is governed by the incompressible Navier-Stokes equations. At the inflow bound-
ary, [';,, a time dependent velocity profile is imposed. At the outflow, I',,;, the original two-element
windkessel model (RC) is used to represent the exponential decay of pressure in the ascending aorta
during diastole (when the input flow is zero). For the structure, in view of the ratio thickness/size of the
leaflets, we consider the MITC4 general shell element. This approximation is known to be reliable and
effective in the two asymptotic states (membrane and bending) and can handle large displacements [3].

2.2 Fluid-Structure Interaction and Multi-Body Contact

Here we briefly recall the main aspects of the partitioned procedure used to solve the coupled FSI
and multi-body contact problems. We refer to [2] for more details. The FSI problem is based on a
Fictitious Domain formulation. The fluid and structure meshes are independent and the continuity of
the displacement of the fluid and the structure is enforced through Lagrange multipliers, as in [4]. The
FSI problem is implemented in a partitioned scheme, as proposed in [2] and [5]. Fluid and structure
solvers are considered as independent “black-boxes” that exchange forces and displacements. A strong
coupling is enforced by means of an Aitken accelerated fixed point algorithm.

At the closure of the valve, the contact of the leaflets is handled with a contact algorithm. The hypothesis
of non-penetration of the solid objects defines a non-convex optimization problem, which is solved
using the internal approximation algorithm proposed by O. Pantz [6]. This algorithm is able to directly
manage the cases of thin structures and self-contact. Moreover, the dual approach used in this algorithm
allows us to add the contact problem in the partitioned scheme without modifying any part of the
structure solver, thus preserving the modularity of the solvers. This algorithm has been applied to the
simulation of a three-dimensional aortic valve, and the result evaluated through different physiological
parameters: the rapid valve opening and closing times, the total ejection time and the peak velocity.
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2.3 Characterization of Coherent Structures

To understand the transport of fluid from the valve, Lagrangian coherent structures are computed from
the velocity field data. We utilized the finite-time Lyapunov exponent (FTLE) approach described in
[8]. As shown in [7], LCS can be used to determine the boundary of separated flow, even when the flow
is highly transient, as for the data analyzed here. Figure 1 shows four sections of the backward-time
FTLE field downstream of the valve at four times during early systole. The sections are obtained by
computing the fully 3D FTLE field and then sectioning the field. A distinct attracting LCS is observed
in each section. These LCS are sections of a LCS that represents the bounding surface between the
ejected jet and separated flow. From this figure we can see the propagation of the jet downstream
and the evolution of the cross-sectional geometry of the jet over time. At time 0.09 s the jet is fully
established and there are three distinct regions of separated flow.

3 CONCLUSIONS

In this work we investigated the pulsatile flow downstream of the aortic valve in a realistic aortic root
geometry by means of FSI and contact computational models. We computed LCS to better understand
the transport of fluid from the valve. We believe this method may offer a breakthrough in understanding
complex flow physics and be a useful tool to better diagnose unfavorable hemodynamics.
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Figure 1: Evolution of the LCS downstream of the valve during early systole.
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1 ABSTRACT

The flow through heart valves and the aortic valve in particular involves the strongly coupled interaction
of incompressible blood flow ejected through the valve into the aortic arch. This strong coupling with
incompressible flow gives rise to instabilities in simple coupling strategies. Many of the occurring phe-
nomena are not fully understood such as e.g. the thrombus formation in mechanical heart valves or the
localised calcification of bio-prosthetic valves. Being able to fully understand, characterise and quan-
tify the flow is essential for the improvement of replacement valve designs. This is of vital importance
as every year 250000 aortic valves are replaced [9].

A number of numerical approaches to solving heart valve flows has been proposed. The earliest methods
were immersed boundary or ficticious domain methods [5] where the moving valve mesh sweeps over
the fixed fluid mesh and the valve boundary is represented through Lagrange multipliers. While this
circumvents the need for a modification of the fluid mesh, the the valve surface is not represented in the
mesh and accurate prediction of the flow field next to the leaflets is difficult leading to low accuracy of
wall shear stresses and local bending.

An ALE formulation is used here to deform the fluid mesh along with the embedded valve mesh.
This approach allows the imposition of physical and accurate boundary conditions at the valve surface,
however it requires a strategy to modify the mesh under large valve displacements. As an alternative,
the fluid mesh deforms along with the embedded valve mesh using an ALE formulation. This approach
does allow to impose physical and accurate boundary conditions at the valve surface, however it does
require a strategy to modify the mesh under large valve displacements.

Global remeshing onto a new mesh [7] introduces excessive diffusion during the interpolation from old
to new mesh. Regional remeshing of poor quality regions [2] improves this, but the most deformed
regions tend to be the regions of interest near the moving valve surface which will still suffer from
excessive diffusive errors.

This study is based on previous work [4] which proposes two novel approaches to simulating heart
valves. The method uses local remeshing where only a cell and its immediate edge-neighbours or
face-neighbours are affected by a topological operation such as edge-deletion, node-insertion and edge-
or face-swaps. A simple second-order non-conservative interpolation is used, owing to the locality
of the topology change diffusive artefacts are minimised. Computational overheads for remeshing
are negligible compared to the CFD solver time by the use of a combined node-to-face and node-to-
boundary face data-structure.
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The second novel aspect is the approach coupling of fluid and structure. Commonly, biological FSI
simulations use a projection-type solver for the incompressible flow which requires the use of a strong
coupling method where the equations and compatibility conditions at the fluid-structure interface are
converged using a fixed-point iteration, typically some 10 subiterations are needed per time-step [6]

The method uses an artificial compressibility formulation for the incompressible Navier-Stokes equa-
tions, which allows to use the linearly stable midpoint rule algorithms [3]. In particular the ISS scheme
is chosen which satisfies velocity continuity and the geometric conservation law by solving fluid and
structure at staggered half time-steps.

The method was validated for mechanical heart valves on a simplified experiment [8] and has been
shown to provide very good accuracy for velocities and opening angle at very low mesh resolution.

The original work of [4] used a preconditioning approach based on the Lax-Wendroff scheme requir-
ing only a single flow iteration per timestep to achieve second-order accuracy. However, while the
preconditioning kept compressible effects small, they were still present.

This paper presents an implementation method based on Chorin’s original formulation [1] embedded
in a dual-timestepping loop. The paper will compare the results of the preconditioning formulation of
[4] with Chorin’s [1] in terms of the effects of compressibility on the FSI, the wall shear stress and the
numerical efficiency.
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ABSRACT

Fluid-solid-interaction (FSI) simulation of heart valves can provide valuable information regarding their
deformation and fluid dynamics, which can be used to optimize the culturing/conditioning of tissue-
engineered heart valves in bioreactors. The aim of this preliminary work was to develop and validate a
coupled 3D FSI model of a bileaflet mechanical valve using the finite element software LS-DY NA (LSTC,
Livermore). In parallel to the numerical simulation, pulsatile flow experiments were carried out with a 19
mm St Jude bileaflet valve (St Jude Medical Inc.) for model validation purposes. The FSI method
developed during the course of this work can be easily adapted to model tissue valves by using appropriate
valvular material properties and geometry. In general, good agreement was found between the 3D FSI
model of the bileaflet valve and the pulsatile flow experiments. Future work will focus on applying the
developed FSI methodology to investigate the effect of the mechanical properties of different heart valve
scaffolds and cultivating conditions on the stress distribution and fluid dynamics of tissue-engineered heart
valves and, subsequently, on seeded cell function and tissue remodeling and regeneration.

Key Words: Fluid-structure interaction, bileaflet valve, tissue engineering

1. INTRODUCTION

The interest on fluid-structure interaction (FSI) has been grown rapidly in the last decade, especialy in
the field of biomedical engineering, due to the advancement in computer resources and computational
techniques. FSI modelling can play an important role in designing and developing artificial and tissue
engineered organs, such as heart valves. FSI models of valves can provide advanced knowledge of valvular
dynamics and stress-strain distributions. In general, two methods have been adopted to couple the fluid and
solid domains. In the first method, a conforming dynamic mesh is used for the fluid domain by means of
the Arbitrary Lagrangian Eulerian (ALE) technique [1], where the fluid nodes on the interface boundary
move with the solid structure. This method has been implemented in many commercia and in-house FSI
codes. Although this method works adequately for simple problems with small/moderate deformations, it
has shown limitations in handling complex fluid geometries. In the second method the fluid mesh remains
fixed during the computation, whereas an interpolation method is used to calculate pressure and fluid
stresses on the structure boundaries, asin the Immersed Boundary Method (IBM) [2].

Mechanical heart valves are now widely used to replace diseased native valves. About 50% of all
implanted mechanical valves are bileaflet valves. This valve has two semicircular leaflets which produce
more uniform central flow patterns and reduced pressure gradients and turbulence, overcoming the
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problems associated with the early caged-ball and monostrut valves [3]. Since the introduction of the
bileaflet valves, numerous studies have been conducted to understand the flow patterns around the valve
and to improve its performance. Earlier studies have focused on steady or pulsatile flow around fixed
leaflets [4], whereas more recently, blood/fluid-leaflets interaction has been targeted [5-7].

In this work, a method to simulate the FSI of a St Jude bileaflet mechanical valve using the
commercially available finite element software LS-DY NA was developed.

2. METHODS

2.1. EXPERIMENTAL METHOD

The experimental validation utilized a pulsatile flow duplicator (Fig. 1) developed at the Institute of
Medical and Biological Engineering at the University of Leeds. The duplicator was able to replicate the
function of the right or the left side of the heart, for testing tricuspid/mitral and pulmonary/aortic valves
under physiological conditions. During the course of this work, the duplicator was used to model the left
side of the heart for testing the aortic valve. The rig consisted of a linear actuator for the generation of
pulsatile flow, a viscoelastic impedance adapter, ventricle and aortic chambers, an atrial reservoir, a
compliance chamber, a peripheral resistance tap, peripheral circulation, and measuring instrumentation
connected to a PC for data acquisition and analysis. Saline (0.9% NaCl) with density of 1000 kg/m® and
viscosity of 10 Pa:s was used as the blood substitute. The ventricle was designed as a cylindrical and rigid
Perspex chamber with a diameter 60 mm. Upstream the aortic valve, the ventricle was tapered to 30 mm in
20 mm distance. A high-speed camera was used to capture the motion of the leaflets, which was used to
extract the radial |eaflet displacement using an image processing software (Image-Pro Plus v4.5). A 27 mm
Bjork-Shiley tilting disk monostrut valve was mounted in the mitral position and a 19 mm St Jude bileaflet
valve was used in the aortic position. Testing in the pulsatile duplicator was conducted at a cycling rate of
72 beats/min and a stroke volume of 70 ml, whereas the aortic pressure was set to fluctuate between 80 and
120 mmHg (diastolic/systolic).
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/— MITRAL VALVE

PERIPHERAL
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<+—— AFTERLOAD VISCOELASTIC
. IMPEDENCE
TD |—> AP <—| T LINEAR ACTUATOR
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PORT PP AORTIC SECTION VENTRICLE

AORTIC VALVE DIAPHRAGM

Fig. 1: The pulsatile flow duplicator

2.2. NUMERICAL METHOD

The test rig geometry was generated in LS-DYNA and a quarter of the domain was meshed in the
numerical study to reduce the computational time (Fig. 2). The domain downstream of the valve was
extended further than in the test rig to insure a uniform flow at the outlet. The finite element software LS-
DY NA is a general-purpose explicit, transient dynamic finite element package that can be used to solve the
dynamics and deformations of structures, fluid dynamics, and fluid-structure interactions. The package has
limited implicit capabilities and a wide range of constitutive material models. This package was chosen in
this work because of its ability to handle FSI of complex geometries, such as heart valves, by using a fixed
fluid mesh throughout the computation; hence no re-meshing was required. LS-DY NA uses operator-split
method to solve the coupled problem. This method divides FSI computation into two steps in each time
step [8]. At first a Lagrangian step is performed where the mesh moves with the material and then the
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advection step is performed to remap the mesh back to its original Eulerian mesh. Although LS-DY NA has
been used to study FSI in tissue valves [9,10], thisis the first study, to the author’s knowledge, to employ
LS-DYNA inthe FSI simulation of a mechanical valve. The leaflet was modelled as arigid body with one
degree of freedom (x-rotation). In order to simplify the model, the hinges of the valve were ignored and the
leaflet were assumed to rotate around two nodes located parallel to the x-axis. The governing equation for
the leaflet motion was given by:

I— =M 1

where I represents the moment of inertia of the leaflet, 6 the rotation angle, and M the sum of moments
acting on the leaflet surfaces. No constrain was applied to the leaflet at fully open position. The same fluid
properties as in the experiment were used in the computation. Two independent meshes were created for
the fluid and the solid domains. With regards to the inlet boundary condition, two cases were considered. In
the first case, the pressure difference between the ventricle and the aorta obtained experimentally was used
at the inlet (FSI_Pin). In the second case, the axial velocity was used as input boundary condition
(FSI_Vin). No-dip boundary condition was specified on the walls and the normal velocity was assumed
zero in the planes of symmetry.

Fig. 2: The computational mesh
3. RESULTS

The leaflet displacement at two instances during opening is shown in Fig. 3. The radial displacements
(y-axis) of the experimental and numerical models for a point at the middle of the top leaflet during
opening are shown in Fig. 4. The computation of the model with the axial velocity inlet boundary condition
(FSI_Vin) is currently in progress, and therefore, the results for FSI_Vin presented in Fig.4 correspond to
the interval between the fully closed and fully open valve positions. In general, good agreement was found
between the numerical and experimental results, although some differences could be noticed especially at

the beginning of opening phase as reported previoudy [5,6].
Y @
T_’ X Time=0.137s

Experimental Numerical (FSI_Pin)

Time=0.041s

Fig. 3: Experimental and numerical |eaflets displacement at two instants during opening phase
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Fig. 4: Comparison between experimental and numerical y-displacement of the leaflet.

4. CONCLUSIONS

This work developed a FSI model of a bileaflet heart valve and validated the numerical results by
comparison to experimental pulsatile flow experiments. Two physiological input boundary conditions were
tested; the differential pressure and the axial velocity. Applying a differential pressure inlet boundary
condition seemed to delay the opening process and overestimated leaflet closure. On the other hand,
application of the axial velocity at the inlet caused rapid opening of the leaflet.

The developed methodology can be applied to model the FSI in tissue valves by utilizing appropriate
valvular material properties and geometry. Future work will focus on the application of the developed
methodology to valvular scaffolds seeded with cells and cultured in pulsatile flow bioreactors, with a view
to optimizing the bioreactor culturing conditions.
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ABSTRACT

A new stent for percutaneous pulmonary valve implantation has been designed in collaboration with
industry, and recently implanted for the first time in man. This new device should guarantee greater
adaptability to different right ventricular outflow tract (RVOT) morphologies. The aim of this study was to
verify this by mimicking the implantation of the device in 67 selected patients using computer simulation.
Magnetic resonance images of patients who underwent surgical treatment were elaborated to reconstruct a
3D volume of each patient’s RVOT. The volumes were imported into finite element software where the
implant of the stent was simulated. The stent expanded diameters and the areas of contact were measured.
The methodology described in this study allowed us to estimate the number of patients suitable for the new
device (approximately 40%), to help the clinician in the decision making process and to study potential
changes of this device design.

Key Words: Pulmonary Valve Device, Patient Specific, Finite element

1. INTRODUCTION

Since 2000, percutaneous pulmonary valve implantation (PPVI) has become a reality [Bonhoeffer, 2000],
with over 800 patients already treated worldwide. This technique was based on the concept that a heart
valve sewn inside a stent could be reduced in size by crimping it into a catheter, and then introduced
through a peripheral vessel to the desired implantation site in the heart. However, due to morphological
limitations [Schievano, 2007], the current device is suitable for only 13% of patients requiring treatment. A
new device, which would potentially increase the number of patients who could benefit from this
minimally-invasive procedure, has recently been designed in collaboration with industry (Medtronic Inc.,
Minneapolis, USA). The main novelties of this device are an hourglass geometry and the use of self-
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expanding wires (Nitinol) interwoven with a polymeric graft (Dacron) that should guarantee a greater
adaptability of the device to different right ventricular outflow tract (RVOT) morphologies. The aim of this
study was to mimic the implantation of this device in 67 selected patients using finite element (FE)
modelling, in order to study the stent geometrical conformability and anchoring to the different
implantation sites.

2. METHODS AND RESULTS

We retrospectively selected 67 consecutive patients with RVOT dysfunction and dimensions of the
pulmonary trunk which would preclude the PPVI with the current device. The study involved 3 phases
(Figure 1), which were repeated for all 67 patients: 1) Magnetic resonance (MR) scan — 3D images of the
patients” RVOT anatomies were acquired; 2) Imaging post-processing — MR data were elaborated to
reconstruct a 3D shell of the patients’ RVOT; 3) FE analysis— Patients’ reconstructed RVOTs were
imported into the FE software (Abaqus/Explicit, Simulia, USA) where they were discretized with rigid
elements.

e )

3D FE

Figure 1. Process of RVOT modelling: left) acquisition of MR images; centre) reconstruction of 3D volume, right)
discretization of the FE model

Furthermore, a model of the new stent was designed and discretized with beam and membrane elements
(Figure 2a). The analysis consisted of 2 steps. First, the stent was crimped inside the RVOT by radial
displacements. Second, these constraints were removed but allowing the stent to recover its original shape
(super-elasticity behaviour). In this step, a contact algorithm was activated to allow the interaction between
the device and the selected RVOT.

The stent, during the recovery of its super-elastic deformation and whilst in contact with the RVOT wall,
adapted its shape to the patients’ implantation site morphologies (Figure 2b).

P @ 40 mm

@40 mm

Figure 2. a) Model of the stent and its dimensions. b) Simulation of the implant inside the RVOT
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Expanded diameters were measured at the distal, central and proximal section of the stent and an average
diameter was calculated for each section. In order to both establish a correct functioning of the valve and to
guarantee a safe anchoring of the device to the implantation site wall, the central portion of the stent,
holding the valve, has to be deployed at diameters >18mm, whilst the distal and proximal portion cannot
exceed 32mm.

Moreover, contact areas with the RVOT wall were identified in the distal and proximal struts of the stent
for all patients (Figure 3).

B Contact Areas
B Free from Contact

Figure 3. Map of the stent-RVOT contact areas.

The central portion of the stent was fully deployed in 87% of the patients but most of them (48%) did not
satisfy the distal and proximal dimension criteria. Therefore, this device could be potentially suitable and
implanted safely in only 39% of the patients.

Furthermore, a geometrical modification has been tested using the presented FE methodology. An increase
of the proximal and distal diameters of 4mm would enable to guarantee a good stability of the device in
approximately 59% of the patients, thus significantly increasing the applicability of this minimally-invasive
technique.

3. CONCLUSIONS

The methodology developed in this study allowed us to estimate the number of patients suitable for the
proposed new device. Patient morphological reconstructions from MR images combined with FE analyses
may help optimise a new device for PPVI. Furthermore, FE analysis of stent implantation may help
clinicians to assess the RVOT morphological suitability and to evaluate the stability of the device in each
individual patient, before the actual procedure is performed.
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ABSTRACT

A fully coupled three-dimensional solver is presented for the analysis of time-dependent fluid-structure
interaction in biomedicine. A partitioned time marching algorithm is employed for the solution of the
time-dependent coupled discretised problem, enabling the use of highly developed, robust and well-
tested solvers for both the fluid and the structure field problems. Coupling of the fields is achieved
through the two-way transfer of information at the fluid-structure interface. Implicit coupling is achieved
when the solutions of the fluid and structure subproblems are sub-cycled at each time-step until conver-
gence. A number of examples are presented to benchmark the scheme and to demonstrate the potential
applications of this approach in cardiovascular modelling. Specifically, a geometrically accurate three-
dimensional model of a beating heart is used to demonstrate realistic blood flow behaviour through a
bileaflet mechanical heart valve.

Key Words: mechanical heart valve, beating heart model, cardiovascular simulation.

1 INTRODUCTION

Computational engineering techniques that were first developed over thirty years ago have now become
fundamental to all aspects of engineering analysis worldwide. In aerospace and other complex engi-
neering applications, expensive experimental testing has now all but been replaced by computational
numerical simulation. In cardiovascular medicine in particular, it is believed that a computational engi-
neering analysis approach would enable an extremely detailed understanding of the fluid and structural
dynamics processes at work in the cardiovascular system to be built up, enabling a level of understand-
ing well beyond that attainable through conventional experimental methods.

Cardiovascular Disease (CVD) is one of the main causes of premature death in the UK, with over
198,000 deaths occurring per year. Over 10,000 patients per year undergo open heart surgery to replace
a diseased native heart valve with a highly-engineered mechanical or biological heart valve. This paper
will present a computational modelling approach for the geometrically accurate simulation of blood
flow through the beating heart and an artificial heart valve. The resulting fluid-structure interaction
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Figure 1: Computational modelling of cardiovascular fluid-structure interaction.

analysis will be used to consider the effects of such surgical interventions on both patients and artificial
devices.

2 METHODOLOGY

A fully coupled three-dimensional solver is presented for the analysis of time-dependent fluid-structure
interaction in biomedicine . A partitioned time marching algorithm is employed for the solution of
the time-dependent coupled discretised problem, enabling the use of highly developed, robust and well-
tested solvers for both the fluid and the structure field problems. Coupling of the fields is achieved
through the two-way transfer of information at the fluid-structure interface. An implicit coupling is
achieved when the solutions of the fluid and structure subproblems are sub-cycled at each time-step
until convergence is reached [2).

The boundary-fitted three-dimensional fluid domain is discretised into a tetrahedral or hybrid mesh
using in-house mesh generation software [3]. Mesh-moving and adaptive mesh procedures are also im-
plemented to ensure that mesh quality is maintained throughout the simulation.

Unsteady fluid flow over moving boundaries is modelled using an interface-tracking ALE approach.
The governing time-dependent incompressible Navier-Stokes equations are solved using a cell vertex
finite volume algorithm with a dual time stepping scheme based on the artificial compressibility ap-
proach. The computational performance is enhanced by multigrid acceleration and parallelisation [4],

Nonlinear dynamic analysis of highly deformable structures is achieved by using an implicit dynamic
scheme which combines the implicit Newmark time integration algorithm with a Newton-Raphson sec-
ond order optimisation within a finite element structure solver (5,

A number of examples are presented to benchmark the scheme and to demonstrate the potential applica-
tions of this approach in cardiovascular modelling, as shown in Figure 1. Specifically, a geometrically
accurate three-dimensional model of a beating heart will be used to demonstrate realistic blood flow
behaviour through a bileaflet mechanical heart valve. A thorough and detailed understanding of such
flows could have great impact on both patient wellbeing and the longevity and performance of such
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artificial devices.

3 CONCLUSIONS

It is now widely acknowledged that within cardiovascular medicine in particular, there is increasing
need for patient-specific computational modelling in many aspects of the diagnostic and pre-operative
planning stages of cardiovascular surgical intervention[®l. This work aims to shed light on the complex
fluid-structure interaction processes which are fundamental to the successful functioning of devices
such as artificial heart valves, and demonstrate a computational approach which enables a level of de-
tailed analysis which has hitherto been impossible using conventional experimental techniques.
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ABSTRACT

This work investigates the assessment of aortic stenosis severity using computational models of the aortic
heart valve. Clinically aortic stenosis is assessed using geometric orifice area (GOA), pressure gradient
(PG) and effective orifice area (EOA). Three-dimensional fluid-structure interaction models are developed
to mimic clinical scenarios such as variable stroke volumes, different valve shapes or different material
properties. The assessment criteria are used to assess stenosis severity of these computational models.

Key Words: Aortic stenosis, Aortic valve, CFD, Fluid-structure interaction

1. INTRODUCTION

The aortic valve ensures uni-directional flow during the cardiac cycle, by allowing the stroke volume to be
ejected from the left ventricle into the aorta during systole, and by preventing backflow from the aorta into
the left ventricle in diastole. There are two main reasons for valve malfunction, 1) regurgitation (retrograde
flow) and 2) stenosis (flow obstruction), which are often combined to different extents in patients.
Degenerative (age-related) aortic stenosis (AS) is the most prevalent cardiovascular disease in developed
countries after coronary artery disease and hypertension and is curable by open heart surgery (aortic valve
replacement or, more rarely, repair).

The accuracy with which the severity of AS is assessed in clinical practice, is particularly important. From
a fluid dynamics perspective, the ideal method for quantifying AS would be to measure the energy 'loss'
caused by the high-velocity flow jet across a narrow, irregular orifice and in particular by the turbulent area
downstream where the jet expands. However, accurate measurement of the energy 'loss' and correlating this
with clinical outcomes is fraught with difficulties. Clinicians therefore rely on two well-tested [2], but
nevertheless imperfect, measures of AS severity: pressure gradients (PG) and aortic valve area (AVA).

1) PG is a good measure for the energy loss and can be measured invasively, by passing across the aortic
valve using a catheter connected to a pressure gauge (Fig 1). The drawbacks of PG is that the procedure is
invasive and that PG is flow-dependent, which requires it to be indexed when used as an assessment criteria.

2) AVA is less flow dependent than PG and can be subdivided in 2 types: Geometric Orifice Area, GOA,
and Effective Orifice Area, EOA (Fig 1). The GOA is the aortic valve orifice from a frontal view and it is
routinely measured by echocardiography. The aortic valve has a 3D shape, which makes 2D visualization
problematic for certain valve geometries. Furthermore, the geometric area does not distinguish between a
smooth and sharp constriction, something that has a large impact on the flow and therefore on the pressure
field.
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Figl: Clinical assessment of aortic stenosis: Geometric Orifice Area (GOA), Effective Orifice
Area EOA and transvalvular Pressure Gradients (PG)

The EOA is an alternative measure for AS severity that distinguishes between smooth and sharp
constrictions. It represents the cross-sectional area of the vena contracta just downstream of the valve. The
EOA is less flow dependent than PGs and considered a good measure for the energy loss caused by the
stenosis. Furthermore, non-invasive fast Doppler measurements are used to determine EOA, which makes
this quantity the preferred one in clinical practice.

However, some major assumptions are made for the calculation of EOA, i.e. the flow jet is axisymmetric
with a uniform profile and is considered flow independent. These assumptions can be questioned for the
distinct three-dimensional geometry of the aortic valve, the asymmetry of many diseased valves and the
incompressible turbulent flow. Hence, the aim of this work is to elucidate the effect of these assumptions
using computational models. It should also be noted that the EOA is calculated as a time integral and
therefore, time-transients are currently not considered in the assessment of AS severity. However, clinical
research suggests that these time-transients (during opening and closing) could play a role in the
progression of AS. Hence, this work also seeks to investigate the time-transient behaviour of the valve.

2. METHODS

Three-dimensional finite element models of the aortic heart valve are created to investigate the behaviour
of the fluid jet as a function of the material properties and geometry. An idealised geometry is chosen based
on 5 characteristic dimensions of an aortic valve. The reason for not (yet) using a scan-derived patient
specific geometry is that these are difficult to obtain at a high enough resolution due to their relatively
small size, large motion and complex geometry. Also from a clinical point of view it would be interesting
to understand the influence of each of these characteristic dimensions that could be measured based on
echocardiography.

Three different geometries of the valve are shown in Fig 2. The shown a change in radial curvature and free
edge length.

200kPa

20kPa

a) b) ¢) d)
Fig. 2: a)b)c) Idealised valve geometries with different dimensions. d) Distribution of shear
modulus value across the valve in 3 distinct cases.

201



The models consist of a Lagrangian solid, described by a Neo-Hookean material law, and an Eulerian
Fluid, described by the incompressible, unsteady Navier-Stokes equation with a Newtonian material law.
To capture the fluid-structure interaction between the valve and blood a fictitious domain method is
employed, which links the solid to the fluid by means of a Lagrange multiplier that is distributed across the
solid boundary [4,5]. Second order polynomials are used for the velocities, first order polynomials for the
pressure variables and constant polynomials for the Lagrange multipliers.

3. RESULTS

Combining the 3 geometries in Fig 2 with the 3 different distributions for the shear modulus gives 9 models
that are being evaluated during the systolic part of the cardiac cycle. A pulsatile velocity wave is prescribed
at the upstream of the valve, which causes the valve to open. The GOA can be measured for each of these
models as a function of time and the results are shown in Fig 3.
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Fig3: a) The Geometric Orifice Area (GOA) plotted as a function of time during systole.
b) Although the valve is distinctly three-dimensional, the GOA is defined as the orifice area
observed from a frontal view.

From Fig 3 a change in geometry or material properties seems to have a large effect on the GOA and
therefore indirectly on the EOA. The valves without radial curvature Fig 2a) show much less flutter
behaviour than the geometries with radial curvature Fig 2b) and 2¢). In clinical practice the time averaged
values for these criteria are taken to assess the severity of the stenosis. Curvature of the leaflets also seems
to decrease the time averaged values due to later opening and a lower GOA during peak systole. We
believe that the time transients might actually provide a better assessment if the underlying fluid dynamics
is understood.

4. CONCLUSIONS

A first investigation is performed regarding the assessment of aortic stenosis. Three-dimensional models
are created to study the behaviour of valves with different shapes and properties. The results suggested that
radial curvature has an influence on the opening behaviour of the valve. This can be interesting for
clinicians from a diagnostic point of view, but also for valve design in the prosthetic industry. However,
further study on the flow details and valve mechanics is necessary.
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PROPOSAL

We report high order geometric evolution equations and new geometric flow equations for the analysis
of biomedical images and theoretical modeling biomolecular surfaces. We introduce a family of high-
order geometric partial differential equations (PDEs) to enhance the biomedical images. Appropriate
selections or combinations of diffusion coefficients can lead to desirable image processing effects. First,
the hyper-diffusion term can be used to provide an efficient algorithm for image denoising. Additionally,
the balance of the second order forward diffusion and the fourth order backward diffusion can be used
for image enhancement. Finally, unlike other geometric evolution equations, our method provides
a gradient depending production term for image analysis. Such a term can be used to balance the
intrinsic geometric (force) terms with extrinsic potential (force) terms to achieve special effects. Image
edge detection is an elementary process in image analysis. The edge detection of texture images is
challenging issue. We introduce coupled geometric evolution equations for the edge detection. Our
algorithm works best for texture images.

We propose potential driving geometric flows, which balance the intrinsic geometric forces with the
potential forces induced by the interactions, to account for the local hydrodynamical variations near
the biological interfaces due to interactions between solvent molecules and solvent-solute molecules.
Stochastic geometric flows are introduced to account for the random fluctuation and dissipation in
density and pressure near the solvent-solute interface. Physical properties, such as free energy mini-
mization (area decreasing) and incompressibility (volume preserving), are realized in new geometric
flow equations. The proposed approach for geometric and potential driving formation and evolution
of biological surfaces is illustrated by extensive numerical experiments and compared with established
minimal molecular surfaces and molecular surfaces. Local modification of biomolecular surfaces is
demonstrated with potential driving geometric flows. High order geometric flows are also considered
and tested in the present work. Biological surfaces generated by the proposed approaches are typically
free of geometric singularities.
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ABSTRACT

This work describes an approach based on harmonic mappings to recover a high quality surface mesh
from low-quality oversampled inputs obtained from medical imaging through classical segmentation
techniques. Different examples will be presented that show a quality improvement of the surface mesh
by using harmonic maps to parametrize the initial STL triangulation of low quality.

Key Words: surface mapping, surface meshing, parametrization.

1 INTRODUCTION

Creating high quality meshes is an essential feature for obtaining accurate and efficient numerical so-
lutions of partial differential equations. For manufactured objects (designed using a CAD system) that
are often described by constructive solide geometry (CGS) or non-uniform rational B-spline (NURBS),
automatic volume meshing methods render high quality meshes [1]. In the biomedical field, the geomet-
rical data is often a triangulation created from imaging techniques (CT or MRI) through a segmentation
procedure. A straightforward meshing of the triangulation is generally of very low quality and over-
sampled. This is also problematic for the volume meshing since the surface meshing serves as input
to volume meshing algorithms. In this work, we propose to recover a high quality surface mesh from
low-quality oversampled inputs obtained via 3D acquisition systems by using a harmonic map onto the
unit disk.

2 METHOD AND RESULTS

The key feature of our remeshing algorithm is to construct a parametrization [2,3] of a surface S € R?
onto a unit disk D € R?. The parametrization should be a bijective fonction x(u, v) such that:

u=(u,v) € D x(u,v) €S.

In this work, we have chosen harmonics maps [4,5] for the parametrization. Harmonic maps satisfy the
two Laplace equations:
V2u=0, V2v=0. (1)
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The advantage of harmonic maps over conformal maps is the ease with which they can be computed,
at least approximatively. We subsequently chose a suitable Dirichlet boundary condition for one closed
boundary 0S; of the surface S,

u; = cos(2nl; /L) , v; =sin(2wl;/L), )

where [; is the curvilinear abcissa of a point along the the boundary 0S; of total length L, and impose
Neumann boundary conditions on the other boundaries.

After the resolution of the two linear elliptic partial differential equations (approximated by finite ele-
ments) (1) with the appropriate boundary conditions (2), we have the mapping completed: each internal
vertex of the original triangulation x has its local coordinates © and v. Harmonic maps have nice prop-
erties, the most important one of which being that they are guaranteed to be one-to-one for convex
regions.

Figure 1 shows both an initial triangular mesh of S and its map onto the unit circle. The surface S
results from the segmentation of an anastomosis site in the lower limbs, more precisely a bypass of an
occluded femoral artery realized with the patient’s saphenous vein. The unit disk D contains two holes
that correspond to the boundary of the femoral artery 0S» and the saphenous vein dS3 on which we
have imposed Neumann boundary conditions.

Once the parametrization is computed, we can easily perform a high quality mesh of the surface S by
remeshing in the parametric unit disk D.
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Figure 1: STL triangulation and its map onto the unit circle (left) and mapped mesh on the unit circle
(right).

Figure 2 shows the quality histogram (ratio between the inscribed radius and the circumscribed radius)
for the initial STL triangulation presented in Fig.1 and the remeshed geometry. We can see that with
the remeshing procedure, we greatly enhance the quality of the mesh.

3 CONCLUSIONS

Harmonic mappings provide an elegant and efficient tool for the parametrization of triangulations. With
such a parametrization, we can generate high quality meshes that will improve the convergence of
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numerical simulations. Another important outcome is the ability with such a parametrization to perform
boolean operations with other geometrical entities such as cylinders, or parallelepipeds to take into
account for example the placement of a synthetic bypass in an artery or the placement of screws or
plates in a fractured bone.

(2]

(3]

[4]
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1. INTRODUCTION

Haemodialysis involves the non-physiological removal of waste products from the body through an
extracorporeal artificial kidney and is the primary treatment modality available to patients with end stage
renal disease (ESRD). Successful and efficient haemodialysis requires the construction of a vascular access
(VA) site, which induces elevated blood flow rates in the local vasculature. Although the VA method of
choice is an arteriovenous fistula (AVF), primary patency rates have been reported to be as low as 56% and
39% at one and two years, respectivelyl'3.

The primary cause of VA dysfunction is the development of thrombosis and over 90% of VA thrombosis
originates from venous neointimal hyperplasia (VNH)**. This lesion formation tends to occur in specific
regions within the AVF, the venous “floor” of the VA junction (49%) and proximally, within the efferent
vein (44%)°. Many theories have been put forward as to the potential risk factors that influence VA
patency and the initiating stimuli of VNH in the dialysis population including compliance mismatch,
surgical technique, haemodynamic environment, veni-puncture and systemic uremia. In an attempt to
elucidate the contributing factors of VA VNH, magnetic resonance (MR) images of a healthy vein
geometry and a patient-specific AVF were obtained. The corresponding patient-specific velocity profiles
were measured in vivo using Doppler ultrasound. These MRI images were reconstructed into a three-
dimensional flow field using the commercially available software Mimics 10.01. The geometrical
characteristics of each model were quantified and the haemodynamics within the realistic healthy vein
geometry and the patient-specific radiocephalic AVF were then evaluated and characterized using
computational fluid dynamics (CFD) software Fluent 6.3.26. The blood flow patterns and wall shear stress
(WSS) distributions within these geometries are quantified, compared and contrasted with specific attention
paid to the local haemodynamic environment of potentially pathological sections of the AVF.

2. MATERIAL AND METHODS

Computational Geometries and Reconstruction

Two realistic, patient-specific geometries were modelled: (a) the realistic healthy vein geometry from a non
dialysis patient and (b) a functioning realistic End Vein-to-Side Artery radiocephalic AVF geometry. The
images of both geometries were acquired from magnetic resonance imaging (MRI) scans taken in the Mid-
Western Regional Hospital, Limerick, Ireland. The data sheets acquired from MRI scans provide a series of
2-D cross-sectional images, which are imported into the software package Mimics 10.01 (Materialise,
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Belgium). The Hounsfield unit (HU) thresholding technique is employed to segment the regions of interest,
and allows for edge detection and lumen cross-section contour creation. Polylines are then generated at the
segmented regions of interest throughout the series and a curve fit is fitted to each polyline. These curve fit
polylines can be exported as wire-frame geometries allowing for the creation of a 3-D reconstructed
geometry in Gambit 2.3 (Fluent Inc. Lebanon, NH, USA).

Figure 1: 2-D Images acquired from MRI Scans. The series of 2-D slices create 3-D images: (A) Healthy Vein 2-
D slice and 3-D image, (B) Realistic Radiocephalic AV Fistula 2-D slice and 3-D image.

Computational Modelling

The CFD code Fluent 6.3.2 (Fluent Inc. Lebanon, NH, USA) was employed as the finite volume solver to
determine the haemodynamics within each geometry analysed. Patient specific flow waveforms were
obtained for the realistic vein and realistic AV fistula models, using ultrasound technology, from the Mid-
Western Regional Hospital, Limerick. Steady flow analysis was carried out on the healthy vein realistic
geometry with an inlet velocity magnitude of 0.0314m/s, while pulsatile flow analysis was performed on
the realistic AVF geometry. The inlet velocity flow waveforms employed in the time-dependent analysis is
represented as a 12" order fourier series in a user subroutine. The blood was assumed to be a Newtonian,
incompressible and homogenous fluid of viscosity 0.00345Pas’ and density 1050kg/m®. Grid independence
was established for WSS, and was specified to within £2%. The steady flow Reynolds number for the
healthy vein was 20 and the AVF time-dependent peak Reynolds number was 1950. WSS measurements
within the AVF geometry were found to be periodic in nature over repeated pulse cycles, demonstrating a
laminar flow field.

3. RESULTS AND DISCUSSION

Blood Flow Patterns and Wall Shear Stress

The realistic vein has an inlet diameter of 2.13mm which over the length of the vein geometry graduates to
an outlet diameter of 3.58mm, with a mean diameter of 2.96mm. The blood flows from left to right, figure
2(a) and slight out of plane curvature is illustrated in the x-z plane, with a maximum angle of curvature of
20°. It is important to note that as this is a healthy vein, this out of plane curvature is a natural movement of
the cephalic vein around the radius bone of the arm; from the wrist to the mid-arm region.

The flow within the realistic healthy vein geometry is minimally skewed toward the outer wall in areas of
plane curvature with minor flow vortices observed. Within the straight sections of the vein model the flow
is close to parabolic and secondary flows are absent. Minor spatial WSS variations are evident both in the
circumferential and longitudinal directions, particularly in regions of plane curvature. Minor spatial WSS
gradients are also evident in the straight section of the vein model and are primarily a consequence of
natural variations in vein diameter. WSS magnitudes are reduced near the outlet section of the vein due to
an increase in vessel diameter. A quantitative overview of the WSS within the healthy vein model is
graphed in figure 2(B). The WSS values at each circumferential position for the entire length of the vein
range from 0.0325Pa to 0.355Ps with a mean WSS magnitude of 0.141Pa, which is within documented
WSS magnitudes present in the venous system.

210



l ) 04
: 1 ' B . Insier Wall 03

2 ] Chater Wall

Region C

|Region C_{

RewionA|___ Region B
024

WSS (Pa)

0.1 A

=M 1m0y

[t s

01 03 0.5 0.7 0.9
Nomalised Distance

Figure 2: (A)Velocity contours and in-plane secondary flow vectors of the healthy vein geometry within the three
regions of interest. (B) Overview of all WSS magnitudes at each circumferential point along the length of the
realistic vein geometry.

The realistic radiocephalic AV fistula consists of the end of a vein sutured to the side of an artery, figure 3
(A). The artery has an inlet diameter of 8.52mm with a venous outlet diameter of 21.2mm. The blood flows
from the artery into the vein at an angle of 120° and continues proximally through the vein. Out of plane
curvature can be seen in both the x-y and x-z planes, particularly in the x-y plane with a maximum angle of
curvature of 30°, figure 3(A). Neither the artery nor the vein have a constant, circular cross-section, with
the diameter of the artery increasing from 8.52mm at the inlet to 15.2mm at the artery-vein junction and the
diameter of the vein ranging from 17.22mm and 23.28mm (mean vein diameter = 21.11mm).
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Figure 3: (A) Velocity Contours in the EA-SV AV fistula geometry, (B) Velocity Path-lines in the realistic AV
fistula geometry, (C) The axial direction venous floor centre-line WSS.
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Due to the construction of the AV fistula, very high flow velocities enter the VA junction of the realistic
AVF. The out of plane curvature, high flow velocities, large diameter ratio and angle of blood flow from
the artery to the vein (120°) result in a highly disturbed haemodynamic environment in the AVF VA
junction. These complex flow patterns in the artery-vein junction are demonstrated by the velocity contours
and path-lines reported in figure 3(A) and 3(B). The path-lines highlight skewed blood flow towards the
vein floor, with flow impingement, separation, recirculation and flow reversal phenomena present within
the VAJ. The bulbous shape of the VAJ and the large vein diameter allows for significant flow velocity
reduction but secondary flow vortices continue downstream of the VA junction in the efferent vein.
Significantly different WSS patterns are found within the VAJ and efferent vein of the AVF to those
reported in the healthy vein venous environment. Highly elevated shear forces are present at the joining of
the artery and vein, and on the venous floor of the VAJ in comparison to the roof, from where the blood
flow is directed away. The sWSS plot, figure 3(C), demonstrates the presence of elevated WSS magnitudes
and spatial WSS gradients on the floor of the VAJ and vein. A peak WSS magnitude of 21.4Pa is located
opposite the toe of the junction and a second, less dominant peak in WSS of 7.5Pa is seen within the VAIJ.
Downstream of the heel slight secondary flow vortices are still present and the WSS magnitudes have
reduced significantly but are still greater than the reported physiological venous WSS values as shown in
figure 2(b).

The significant geometrical and haemodynamic changes within the local venous system upon creation of a
VA, as demonstrated in this study, have significant implications for the long-term patency of the AVFs.
Initially, increases in fluid volume within the vein allows for vessel dilation and remodelling. In theory this
would result in the reduction of the WSS magnitudes within the vein, in an attempt to return to pre-
anastomosis shear stress magnitudes. However, although increases in diameter were observed in the AVF

211



examined in this study, complex haemodynamics and significantly elevated WSS magnitudes persist within
the geometry. VNH has been described as a maladaptive response to vessel wall injury that leads to stenotic
formation and a narrowing of the lumen. It is proposed that endothelial cell exposure to the non-
physiological haemodynamics observed in this patient-specific AVF investigation may contribute to the
initiating events that lead to VNH development. VNH is characterised by the degradation of the ECM, the
abnormal and rapid migration and proliferation of SMCs from the media to the intima with subsequent
leukocyte, monocyte and macrophage infiltration and finally abundant ECM deposition. The EC activation,
IEL degradation and SMC migration that occur during the initial stages of vessel remodelling, with the
formation of gaps within the IEL and the degradation of elastic fibres and the subsequent SMC
proliferation, migration and reorientation during vessel dilation may contribute to the maladaptive response
previously mentioned. It is theorised that the extensive vessel remodelling triggers these chain of events
which would finish upon a return of physiological WSS within the venous system. However, as seen in this
computational study, this does not occur and thus the continued presence of high WSS magnitudes and
elevated WSSGs within the venous conduit of the AVF compound to result in VNH development and
subsequent VA morbidity.

4. CONCLUSIONS

The 3-D reconstruction of the realistic healthy vein and AV fistula geometries allows for direct
comparisons to be made between the geometrical characteristics and haemodynamic environment within
the local venous vasculature prior to and after the construction of a vascular access site. Although MRI
imaging of an AV fistula is not standard procedure for haemodialysis patients, it is a non-invasive method
of obtaining a series of 2-D images that can then be reconstructed into 3-D geometries and further
employed in computational investigations.

Through this methodology, measurement of the degree of geometrical remodelling within the local venous
system following VA site creation and quantification of the complex haemodynamics that develop due to
the decreased peripheral resistance were possible. Considerable geometrical changes and significant
haemodynamic alterations were observed. A 7-fold increase in mean diameter, a 1.5-fold increase in vessel
curvature and a dramatic increase in the angle of blood flow entering the vein (120°). Complex
haemodynamics and significantly elevated WSS magnitudes were present within the AV fistula geometry
when compared to the healthy venous haemodynamic environment. The maximum and mean WSS
magnitudes in the AV fistula are approximately 250 times and 25 times greater than those in the healthy
vein, respectively. Elevated WSSGs were also seen within the AV fistula geometry with a peak WSSG of
12,000Pa/m. The two primary locations of lesion development within AV fistulae, the VA junction and
efferent vein, experienced elevated WSS magnitudes, WSS gradients and negative flow, all of which may
play an initiating role or contributing factor to VNH development. Thus it is theorized that the extensive
geometrical remodelling and the non-physiological haemodynamic environment compound to result in
VNH development and subsequently VA dysfunction.
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1 INTRODUCTION

Protein function (and hence malfunction) is closely linked to conformational changes within the protein,
but identifying these configuration changes is conceptually and computationally demanding. State of
the art molecular dynamics approaches often cannot be used due to restrictive time step limitations. Var-
ious non-dynamic methods of analysing protein rigidity and kinematics have been developed in recent
years with some success. We propose a new non-dynamic technique for analysing individual protein
structures wherein we identify rigid regions, small kinematic changes and elastic normal modes. Large
scale protein conformational changes can be identified over thousands of iterations. Our methodology
is developed from structural engineering principles and provides a more unified approach to protein
statics and kinematics than existing non-dynamic methods.

2 METHODOLOGY

RIGIDITY ANALYSIS

The protein is initially discretised into rigid bar, joint and hinge elements. It is then possible to write lin-
ear compatibility equations relating atomic displacements, d, to generalised strains, e, in the idealised
components.

Cd=e

The nullspace of the compatibility matrix, C, can be utilised to do two things. Firstly, we can identify
rigid regions within the protein. To do this we:

1. Find displacement vectors that span the nullspace of the compatibility matrix, C
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2. Displace the complete protein using combinations of these vectors
3. Return a peptide unit to its original position using translations and linearised rotations

4. Map adjacent areas as rigid or flexible depending on whether or not they have internal mecha-
nisms

Rigid regions will overlap their original positions but flexible regions will not, see figure 1.

J Original M

rigid cluster

Displaced Overlap
Figure 1: Rigidity Decomposition

This rigidity decomposition reduces the size of subsequent compatibility matrices resulting in a reduc-
tion in computational demand.

KINEMATIC ANALYSIS

The second use of the compatibility matrix nullspace is to provide atomic displacement directions that
do not (to the first order) strain the constraints described above. The constraints are not linear and
therefore errors occur after each kinematic step. An objective function minimises any errors and may
also take account of steric clashes, hydrophobic interactions and any other function that may be desired.
For instance, it may be desirable to limit the radius of gyration of a protein to model the confinement
lipid bilayers provide to membrane proteins.

Using a virtual work argument it can be shown that the compatibility matrix can be used to form the
first order stiffness matrix, K, of the protein.

K =C’GC

Where C is the compatibility matrix defined above and G is a matrix with scalar stiffness parameters
along the main diagonal. The atomic displacements contained in the compatibility matrix nullspace
have zero energy and do not identify large scale collective deformations, but the low frequency nor-
mal modes contain low energy collective deformations. Therefore, mapping out the low frequency
conformation space of the protein is possible by iteratively finding low energy paths and minimising
the protein’s potential energy (using a similar objective function to the one detailed above) after each
displacement step.
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3 RESULTS AND DISCUSSION

Our method is reviewed in figure 2. It can be summarised as infinitesimal rigidity analysis followed by
kinematic analysis using a geometric and/or elastic based method for conformer generation.

We present rigidity analysis results for various proteins that correlate exactly with existing graph theo-
retical methods'. This is as expected and highlights the generic properties of protein graphs.

The kinematic analysis is more problematic due to considerations such as having a large conformation
space to map. Currently our research is focused on applying the method to the ATP/ADP carrier (AAC)
through the inner mitochondrial membrane (PDB ID: 10KC?). The rigidity map for the AAC is shown
in the top panel of figure 2. It can be seen that the secondary structure elements can be assumed to
be rigid. A torsional mechanism has been proposed for the operation of the AAC, but it has not been
validated. We will use our methodology to attempt to develop this and other possible mechanisms.

4 CONCLUSIONS

While the rigidity analysis is slower than graph methods, the ability to get linearised motions from
the compatibility or stiffness matrices provides a distinct advantage over other methods. This method
can also be applied to atypical structures such as zeolites, minerals that are used as adsorbents in the
medical and petrochemical industries, whereas graph theory (specifically the pebble game) cannot.

Another attraction of our method is the ability to easily customise the level of abstraction of the analysis.
For instance, we can choose to simply model the main chain or we may alternatively include non-
hydrophobic side chains in our computation. Easy alteration of the level of coarse graining is inherent
to our methodology. We can also see the effect individual bond alterations have on the rigidity map and
kinematics.

In summary, this novel method provides a unified method of undertaking rigidity and kinematic analysis
where in the past it was necessary to combine graph theoretical and elastic methods, such as in the rigid
cluster normal mode analysis method?. Further development is required to fully realise the potential of
this method.
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1. INTRODUCTION

It is now accepted wisdom that biomolecular function involves a change in the shape of the biomolecule.
This change in shape, or more precisely conformation, is often not merely an unimportant side effect of
function but is integral to it. This is certainly true for allosteric mechanism where the binding of a ligand at
one site affects binding affinities at distant sites. It is also true for domain enzymes where the binding of a
substrate causes domain closure, isolating the substrate from the solvent. The mechanisms of some very
large biomolecular complexes are beginning to be understood and for these in particular it is apparent that
conformational change and function are intimately linked. For example-jpAfFPase, the

conformational change which involves rotation of a centsibunit and domain movements in the
surrounding-subunits is an integral part of ATP synthesis from ADP. Another example, is the 70S
ribosome in which a so-called “ratchet” like movement between the 30S and 50S subunits is thought to
occur during translocation of tRNA.

Conformational change involving protein domains represents a significant proportion of all the possible
types of conformational change seen in proteins. In fact an exhaustive analysis of the X-ray structures in

the Protein Data Bank (PDB) [1] has indicated that in families that showed an appreciable conformational
change, approximately half involve a domain movement as determined by the program DynDom [2,3].

The DynDom program is able to determine dynamics domains, hinge axes and hinge-bending residues from
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two protein structures representing the conformational change. However, it has a limitation in being
applicable only to single protein chains and cannot be applied to large multimolecular complexes. The new
method overcomes this limitation.

2. METHODS

At the heart of the method is the use of blocks located at grid points spanning the whole molecule. The
rotation vector for the rotation of atoms from each block between the two conformations is calculated.
Treating components of these vectors as coordinates means that each block is associated with a point in a
“rotation space” and that blocks with atoms that rotate together, perhaps as part of the same rigid domain,
will have co-located points. Thus a domain can be identified from the clustering of points from blocks that
span it. The relative movements of domains are described by use of screw axes. A crucial advantage of
this approach is that it is blind to atomic bonding and atom type allowing it to be applied to multichained
biomolecules comprising protein, RNA, DNA, etc. The methodology has been implemented in the
program, DynDom3D.

3. RESULTS

The methodology has been applied to five biomolecules spanning a considerable size range: hemoglobin,
liver alcohol dehydrogenas®, Adenosylhomocysteine hydrolase, aspartate transcarbamylase and the 70S
ribosome. Results indicate a considerable robustness of the results against variation of the five main
parameters. Figure 1 shows the resulSoAdenosylhomocysteine hydrolase, a homotetramer which has
five domains. First indications suggest that common subunit and domain boundaries may be good regions
to focus on for understanding allosteric mechanism. In addition using a combined DynDom and
DynDom3D approach has shown that in some cases these

common boundary regions coincide with the hin
bending regions of an individual subunit.

4. CONCLUSIONS

A new method has been developed for the analysis
domain movements in large, multi-chain, biomolecul
complexes. The method is applicable to any molecule
which two atomic structures are available that represe
conformational change indicating a possible dom:
movement. It has been shown that it can depict
conformational change in a way that is easily understo
that is, as the relative screw movement of a small nurr
of domain pairs. The method has proved to be robust and

is fast enough to run on a standard desktop computer within a few minutes on all but the largest
biomolecule. A beta-test version is available fréuip://www.cmp.uea.ac.uk/dyndom/3D/

Figure 1 DynDom3D result on the
homotetramer S-adenosylhomocysteine

REFERENCES
[1] Qi G, Lee RA, Hayward S. A comprehensive and non-redundant database of protein domain
movements. Bioinformatics 2005;21(12):2832-2838.
[2] Hayward S, Berendsen HJC. Systematic analysis of domain motions in proteins from
conformational change: New results on citrate synthase and T4 lysozyme. Proteins 1998;30:144-
154.
[3] Hayward S, Lee RA. Improvements in the analysis of domain motions in proteins from

conformational change: DynDom version 1.50. J Mol Graph Model 2002;21(3):181-183.

218



1% International Conference on Mathematical and Computational Biomedical Engineering — CMBE2009
June 29 — July 1, 2009, Swansea, UK
P. Nithiarasu and R. Léhner (eds)

MULTI-SCALE MODELING OF
MACROMOLECULAR CONFORMATIONAL CHANGES

Ageel Ahmed
Institut fir Pharmazeutische und Medizinische Chemie, Heinrich-Heine-Universitat,
Dusseldorf, Germany, ageel@bioinformatik.uni-frankfurt.de
Holger Gohlke
Institut fir Pharmazeutische und Medizinische Chemie, Heinrich-Heine-Universitat,
Dusseldorf, Germany, gohlke@uni-duesseldorf.de

ABSTRACT

Key Words: Constrained geometric smulation, rigid cluster normal mode analysis.

1. INTRODUCTION

Specific functions of biological systems often require conformational transitions of macromolecules. Such
changes range from movements of single side-chains and loop rearrangements to large scale domain
motions. In binding events involving macromolecules, molecular motions provide the origin of plasticity of
the binding partners, enabling them to conformational adapt to eacH 4thbus, being able to describe

and predict conformational changes of biological macromolecules is not only important for understanding
their impact on biological function, but will also have implications for the modeling of (macro)molecular
complex formatior? and in structure-based drug design approatMsdelling conformational transitions

of macromolecules is computationally challenging. Hence, coarse-grained approaches have emerged as
efficient alternatives for investigating large-scale conformational charidese, we introduce a three-step
approach for multi-scale modeling of macromolecular conformational changes (Figure 1).

NMsim
(at atomic level)

RCNMA

(at coarse-grained level)

- 4 F‘Q\
FIRST analysis i ;»»/Z\,\
(at atomic g K))
level) ’( 7 ‘ )
‘ — VLA A

g\ ¢ I} 3" step:

Intermediate
conformation
generation

¥,

2™ step:
Normal mode

o directions

1%: step:
Structural rigidity

Next iteration
(intermediate structure as input)

Figure 1. Three-step approach for multi-scale modeling of macromolecular conformational changes
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2. RESULTSAND DISCUSSION

The first two steps are based on recent developments in rigidity and elastic networR thitiatly, static
properties of the macromolecule are determined by decomposing the macromolecule into rigid clusters
using the graph-theoretical approach FIRSahd an all-atom representation of the protein. That way, the
rigid cluster decomposition is not limited to consist of residues adjacent in sequence or secondary structure
elements as in previous studfeBurthermore, flexible links between rigid clusters are identified and can be
modeled as such subsequently. In a second dgppmical properties of the molecule are revealed by the
rotations-translations of blocks approach (RTB)sing an elastic network model representation of the
coarse-grained protein (term&igid Cluster Normal M ode Analysis). l.e., in this step, only rigid body
motions are allowed for rigid clusters while links between them are treated as fully flexible.

In the final step, the recently introduced idea of constrained geometric simulations of diffusive motions in
proteins’® is extended. New macromolecule conformers are generated by deforming the structure along
low-energy normal mode directions predicted by RCNMA plus random direction components. The
generated structures are then iteratively corrected regarding steric clashes or constraint violations. This
module is termed NMsim. Constraints to be satisfied include torsions of the main-chain and side-chains,
distances and angles due to noncovalent interactions such as hydrogen bonds or hydrophobic interactions,
and bond, angle, and planarity constraints. In total, when applied repetitively over all three steps, the
procedure generates efficiently series of conformations that lie preferentially in the low energy subspace of
normal modes.

The RCNMA approach was initially tested on a data set of 10 proteins that show conformational changes
upon ligand binding.In terms of efficiency, coarse-graining the protein results in a remarkable reduction

of memory requirements and computational times by factors of 9 and 27 on average and up to 25 and 125,
respectively. In terms of accuracy, directions and magnitudes of motions predicted by our approach agree
well with experimentally determined ones (Figure 2), despite embracing in extreme cases more than 50 %
of the protein into one rigid cluster. In fact, the results of our method are in general comparable to if no or a
uniform coarse-graining is applied and become superior if the movement is dominated by loop or fragment
motions (Figure 2b). This indicates that explicitly distinguishing between flexible and rigid regions is
advantageous when using a simplified protein representation in the second step. Finally, motions of atoms
in rigid clusters are also well predicted by our approach, which points to the need to cowkidier

protein regions in addition tibexible ones when modeling correlated motions.

Figure 2: Superimposition of open (blue) and closed (green) conformations of adenylate kinase (panel a)

and tyrosine phosphatase (panel b). In addition, the amplitudes and directions of motions as predicted by
RCNMA modes most involved in the conformational changes, respectively, are depicted as red arrows. In

both cases, the amplitudes of the motions were scaled for best graphical representation.

The NMsim approach was tested on hen egg white lysozyme (HEWL), a well-investigated protein
consisting of 129 residues, in terms of exploration of the conformational space, residue fluctuations, and
quality of the generated structures. Experimental structures and conformations from state of the art
molecular dynamics simulations were compared with conformations obtained from the constrained
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geometric simulation-based approach FRO®Ahe distance geometry-based approach CONCOBRD,

and NMsim.

In the case of constrained geometric simulations, the progression of a series of conformers is usually
measured in terms of the root means square deviation (RMSD) from a reference conformer. Figure 3a)
shows RMSD values of backbone atoms with respect to the HEWL starting structure for the different
methods. Except FRODA, all other methods show considerable RMSD predominantly in the range of 1 to
2 A. While FRODA apparently underestimates the conformational variability of HEWL, CONCOORD
provides the broadest sampling. NMSim explores conformations in a similar range as CONCOORD, with
higher RMSD values and more frequent peaks compared to MD. An analysis in terms of the “essential
dynamics™® of HEWL confirms this finding: CONCOORD and NMsim broadly sample the space spanned
by the first two principal components obtained from the MD trajectory (data not shown).

Regarding residue fluctuations, i.e., mass-weighted averages of heavy-atom fluctuations for each residue,
NMsim and CONCOORD results are strongly correlated with MD results with correlation coefficients of
0.79, respectively. Encouragingly, for the residue fluctuations obtained from NMsim and CONCOORD a
good correlation with fluctuations obtained from 130 experimental HEWL structures is found, too, with
correlation coefficients of ~0.70. Residue fluctuations from NMsim, MD, and experiment are given in
Figure 3b). Qualitatively and quantitatively, the NMsim results are in good agreement with those from MD
and experiment, with the C-terminal region being the exception.
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Figure 3: Panel a: Backbone RMSD between the starting structure and the conformations generated by MD
(red), NMSim (green), FRODA (blue), and CONCOORD (magenta). Panel b: Residue fluctuations
obtained from MD (red), 130 experimental structures (green), and NMSim (blue).

Finally, the stereochemical quality of structures obtained from NMsim was analyzed using Ptbé&lueck.
comparison, 100 high resolution crystal structures from Richardson’s laere analysed, as were 130
experimental HEWL structures. Table 1 summarizes the results. Procheck divides the Ramachandran map
into four types: most favored or core, additionally allowed, generously allowed, and disallowed. NMsim
shows a good Ramachandran plot distribution with almost no structures in generously allowed and
disallowed regions and with a highly populated core region (92 %) due to the specific modeling of phi/psi
constraints. These results are in remarkable agreement with the characteristics of 100 high resolution
experimental structures. Ti@&factor provides a measure of how likely a stereochemical property is. In
Procheck it is computed for torsions and covalent geometry. AQdactor indicates that the property
corresponds to a low-probability conformation. Ideally, the G-factor should be above -0.5. Values
below -1.0 indicate that a re-investigation of the structure is necessary. Table 1 shows that for NMsim the
overall G-factor is -0.3. This value is comparable to the other geometry-based simulation methods
CONCOORD and FRODA (data not shown). Regarding the planarity of, e.g., aromatic rings, NMsim
succeeds in all cases.
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3. CONCLUSIONS

In summary, the multi-scale approach introduced here provides an efficient means for sampling
macromolecular conformational changes. In this respect, a computational time of ~30 h in the HEWL case
compares favorably to days or weeks of computational time required by FRODA or MD, respectively. At
the same time, the sampling is exhaustive and provides protein conformations of good stereochemical
quality. At present, the scope and limitations of the approach are further tested regarding a hierarchy of
movements, including domain, loop, and side-chain motions.

Table 1: Stereochemical quality of NMsim generated and experimental structures

Dataset Ramachandran plot ¥ G-factor Planar ©
Core Allow Gen. Disal. Dihe. Cova. Overall

NMSm9 92.55 7.42 0.01 0.00 -0.26 -0.36 -0.30 100.0

EXP® 81.31 17.62 0.89 0.18 -0.07 0.24 0.06 98.34

EXPTOP" 91.26 830 028 014 0.06 -0.28 -0.05 92.82

a) Percentages of phi/psi values found in different regions (i.e. core, allowed, generously allowed, and
disallowed) of the Ramachandran map. b) Procheck-defs&ttor. Procheck computes-factors for
torsions, covalent geometry and overall. c¢) Percentages of side-chain planarity. d) NMsim generated
conformations. e) 130 experimental HEWL structures. f) 100 high resolution structures taken ffam ref.
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1 INTRODUCTION

I will discuss the development of the method of “geometric simulation” of the flexible motion of pro-
teins, as implemented in the FRODA module of the FIRST software package [1]. | will review some
cases where the method has been used to study protein flexibility and conformational change [2,3]. Tl
method is not yet widely known in the biophysics community and | will discuss its potential usefulness
and its synergies with other methods such as molecular dynamics (MD) and elastic network modellin
[4].

2 MAIN BODY

Itis a common goal in biophysics to represent the flexibility of a protein and study its large-scale motior
without incurring the full computational cost of molecular dynamics (MD) simulations, particularly as

large-scale conformational change typically occurs on timescales much longer than the nanoseco
scales that are generally accessible in MD. For example, one popular family of approaches is based

normal-mode analysis applied to a full or simplified representation of the protein structure in an “elastic
network” model [4] whose low-frequency modes should represent natural pathways for conformationg
change in the biomolecule.

Another approach is to divide up the protein structure into relatively rigid sections or domains, con-
nected together by flexible regions or “hinges”. Here we concern ourselves with the “pebble game”
an integer algorithm for rigidity analysis. By matching degrees of freedom against constraints, it cat
rapidly divide a network into rigid regions and floppy “hinges” with excess degrees of freedom. The al-
gorithm is applicable to protein crystal structures if these are treated as molecular frameworks in whic
bond lengths and angles are constant but dihedral angles may vary; this application, and the progre
“FIRST” which implements the algorithm, have been described in the literature [5]. The rigid unitsin a
protein structure may be as small as individual methyl groups or large enough to include entire protei
domains containing multiple secondary-structure units. Rigidity analysis thus generates a natural muli
scale coarse graining of a protein structure [6]. The division of a structure into rigid units is referred tc
as a Rigid Cluster Decomposition (RCD).

This coarse graining has been used as the basis of simulation methods aiming to explore the larg
amplitude flexible motion of proteins, first in the ROCK algorithm [7] based on ring closure, and more
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recently in the “FRODA’ geometric simulation algorithm [1]. | originally developed geometric simula-
tion as a highly simplified model of mineral framework structures, in particular the framework silicates
and aluminosilicate zeolites. A great deal of the behaviour of these frameworks can be interpreted using
a model in which the constituent Sj@etrahedra remain rigid while pivoting freely at their linked cor-

ners; in geometric simulation, such “rigid units” are maintained as rigid shapes and steric exclusion of
atoms is maintained using hard-sphere interactions, while longer-range interactions are neglected. This
highly simplified modeling approach, by abandoning much detail and retaining only the most essen-
tial geometry and physics of the system, has provided insights into the behaviour of complex, flexible
mineral framework structures [8, 9, 10].

The “FRODA’ algorithm for biomolecules is a geometric simulation in which the “rigid units”, rather
than being the small units defined by local chemistry in minerals, are the rigid units identified in proteins
by FIRST’s rigidity analysis. Invocation of the FRODA module when using FIRST leads to the simula-
tion of a random walk through the flexible motion allowed to the protein by its rigidity. The undirected
walk has been used to compare the inherent mobility of a crystal structure to that seen experimentally in
an NMR ensemble [1] and to examine the relation between protein flexibility and function in enzymes
such as IDO [11] and myosin [12]. For studies of conformational change, the walk can be biased to
model the desired change. This method has been applied to study possible mechanisms of assembly
of a photosynthetic protein complex [2] and to fit the structure of the bacterial chaperonin GroEL to
low-resolution cryo-EM data [3]. FRODA is capable of exploring motions of se\ﬁmglstroms RMSD

for a protein of some hundreds of residues in a few CPU-minutes.

Thanks to recent development, the algorithm is now able to take input from ENM modeling (so as to
explore motion along the direction of ENM eigenmodes) and has been made even faster and more stable
(unpublished work, Thorpe group). | will discuss these improvements and some current applications in
research.

3 CONCLUSIONS

Geometric modeling using the FIRST/FRODA software is computationally very inexpensive and can
provide valuable insight into the inherent flexible motion of protein structures. | believe that wider use
of the method in parallel to other modeling and simulation techniques including MD and ENM will be
profitable to the biophysical modeling community.
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ABSTRACT

In imaging applications near realtime performance of the image segmentation is required. The nature of
this paper is to provide a storage and computationally efficient strategy for simulating the GVF-snakes.
In particular this approach is based upon Fourier approximations of Circulant matrices [7],[6], [8], fast
Toeplitz solvers [2] and an implict-explicit (IMEX) time marching method for the GVF simulation.
Key Words: GVF, active contour, Toeplitz, conjugate gradient, FFT, IMEX, Multigrid, Krylov

1 Introduction

Active contours also known as snakes were introduced in [3] as a model for image segmentation. They
are based upon a variational principle that minimizes an energy functional associated with the elasticity
and rigidity of a parametric spline function. The parametric spline functional can be expressed as

1 r1
J(C) = 5 [ alC ) + plC" () Pds. n

Here C'is a closed curve parametric spline parameterized by s and ' denotes a partial derivative such as
'’ = 86259 An external forcing function is used to drive this spline function towards image boundaries.
Note this model can only be used to extract closed curves. In cases where multiple objects are to be
segmented or significant topological change of the initial snake is expected a related state of the art

method is presented in [4]. The complete model results in minimizing a functional

P(C) = ‘](C(S)) + Fezt(c(s))v (2)

where P(C') is an energy term and Fe,;C(s) is an external forcing function to drive the parametric
spline model. This force is calculated as a function of image gradients. We will introduce a fast
parametric active contour based on the realization that the matrices arising from the finite difference
discretization of the Euler-Lagrange equations that minimize the parametric spline function are circu-
lant. We then recall that circulant matrices can be diagonalized by the Fourier matrix. Secondly we
introduce a fast strategy for computation of the gradient vector flow (GVF) field [10] a popular method
in medical imaging for generating an external forcing function. The GVF is defined as the vector field
v = (u(x,y),v(x,y)) that minimizes the functional

/Qu(ui—i-uz—l—vf,—i—vz)—i-\Vf|2\v—Vf\2dmdy 3)

where p is a regularization parameter, f is the image data and {2 is the image domain.
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1.1 Euler-Lagrange Minimizer

The Euler-Lagrange equation that minimizes the functional J(C') is
—a(C"(s)) + B(C"(s))

and we prescribe periodic boundary conditions as this is a closed curve spline. The Euler-Lagrange
minimizer for the gradient vector flow (3) is

pVPu— (u— fo)(f2 + f7) =0
pV — (v = f)(fs + f;) = 0.

and for our experiments we prescribe Dirichlet boundary conditions. The GVF-Snake is then defined
as

C(s) = —a(C"(s)) + B(C"(s)) +v. “4)
After finite difference discretization of (4) a linear system is formed
Au=b )

where the vector u is the parametric curve, b = v(x,y) is the data resulting from discretization of
the forcing function and A is a discrete state matrix. A has a circulant structure due to the periodic
boundary conditions. A is square and has a symmetric positive definite structure and in general is
Toeplitz. This linear system invites solvers based upon the circulant approximation of A. Solvers based
upon a Fourier approximation such as Toeplitz solvers are extremely efficient for solving such systems.
They are O(n log(n)) complexity as opposed to the O(n?) or O(n3/2) complexity of direct solvers.

A popular technique for simulating this system is to introduce an artificial time parameter and use a
time marching method;

n+1 _ . n
T % fau=b»
-
then we can solve iteratively
Ku"™ =u" +7b (6)
where
K = [I + 14]

and retains the same matrix properties as A, namely Toeplitz and symmetric. In general we note that A
is not positive definite.

1.2 Parametric Active Contour

We use the following implicit finite difference scheme to discretize the Euler-Lagrange equations

a n+1 n+1 n+1 /8 n+1 n+1 n+1 n+1 n+1
_ﬁ(uifl = 2u{T ) + ﬁ(uiﬂ — w7y 4 6u T — du T 4 uly)
where T is a temporal time step and A is a spatial time step. This is a typical interior row of a matrix
with a circulant structure.

n+l
i

n
u u;

T

Denoting this matrix as A the Fourier matrix diagonalizes this matrix
A=F*AF

where F™* is the Hermitian transpose of the fourier matrix and A is matrix of eigenvalues of A.
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1.3 IMEX-GVF

The implicit-explicit IMEX) finite difference scheme for the GVF can be written as

7L+1_ n

vl Vi,
S - ) ¢ O ) -V = O
2 2
Viii(fzi;+ frij)
leading to a linear system
[1I+,uM v”“_{lf—i—D}V”—i—f (8)
At At ’

where {ﬁ[ + M } is a BTTB (block Toeplitz with Toeplitz blocks) matrix and {ﬁ[ + D} is diagonal
matrix.

1.4 Implementation and Results

The numerical scheme to solve the finite difference discretization of the parametric active contour
is given by the time marching method of equation (6). We propose to solve this system by Fourier
methods. Recalling that K is circulant then

vt = K~1(u" + 7b) = F*A"'F(u" + 7b)
and algorithmically
u=iFFT(FFT(u" + 7b)./evs);

where evs are the eigenvalues of the matrix K and ./ denotes an element wise division. FFT is a fast
fourier transform. The eigenvalues of K are obtained by taking a Fourier transform of the first row of
K hence we only need to generate and store the first row of K. Although this aspect of the GVF-snake
algorithm is storage efficient experimentally it did not offer faster convergence of the snake. Further
experiments are required to ascertain it’s utility in a 3D finite elements implementation of GVF-snakes.

To simulate the GVF fields we compare two strategies. Firstly simulating the IMEX Scheme (8) using
a multigrid strategy. Secondly we use FFT-based preconditioned conjugate gradients algorithm to solve
the elliptic system (5) . We refer to [9] and [5] for detailed discussion of the preconditioned conju-
gate gradient algorithm, to [7] for FFT-based preconditioned conjugate gradients extension to Toeplitz
solvers and to [2] for the BTTB case. A detailed discussion of multigrid methods can be found in [1]. In
our experiments we use a Gauss-Seidel relaxation scheme with full-weighting injection for the restric-
tion and prolongations operators. The parameters of the multigrid iteration (v, 11, ) refer to number
of number of “v” cycles, pre-smoothing and post-smoothing iterations respectively. Best parameters
can only be determined empirically. Table (1.4) presents comparative results for simulation of the GVF
fields. MG and FMG refer to multigrid and full-multigrid schemes. The values in the parentheses refer
to the parameters used in the simulation. MGCG and FMGCG refer to FFT-based preconditioned con-
jugate gradients initialised by a particular multigrid scheme. IMEX refers to the scheme being used as
a solver in the time marching IMEX method. Experiments are terminated when the solution is smaller
than a residual p = 1 x 107%. The codes were written in Matlab and run on an AMD Athlon 64X2
without any multicore optimisations.
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63 x 63 127 x 127 255 x 255

Algorithm Time,s Speed gain | Time,s  Speed gain | Time,s  Speed gain
Original 0.453 1 3.625 1 30.109 1
IMEX-MG(1,2,2) 0.234 2 0.937 4 5.172 6
IMEX-FMG(1,2,2) | 0.422 1 1.562 2 8.594 4
MG(2,4,4) 0.234 2 0.812 4 3.109 10
FMG(1,2,2) 0.234 2 0.627 5 2.734 11
MGCG(1,1,1) 0.235 2 0.984 4 3.625 8
FMGCG(1,1,1) 0.218 2 1.031 4 4.563 7

Table 1: Comparison of computational speed in 2D

2 Conclusion

In this paper we have presented a fast storage efficient implementation of GVF-Snakes. We have shown
strategies that significantly improve the computational efficiency of GVF. Particularly strategies such
as FMGCG are powerful as they do not require one to experimentally ascertain the parameters for the
multigrid scheme. These schemes are shown to have more utility as the size of the images increases.
Further work is required so that the algorithms not only reduce operations count but take advantage
of modern computer architectures which are becoming more parallel and exhibit ever deeper levels of
caching.
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ABSTRACT

Accurate lesion segmentation in retinal imagery is an area of vast research. Of the many segmentation methods
available very few are insensitive to topological changes on noisy surfaces. This paper presents an extension to
earlier work on a novel stopping mechanism for level sets. The elementary features scheme (ELS) in [5] is
extended to include shape entropy as a feature used to ’look back in time’ and find the point at which the curve
best fits the real object. We compare the proposed extension against the original algorithm for timing and
accuracy using 50 randomly selected images of exudates with a database of clinician demarcated boundaries as
ground truth. While this work is presented applied to medical imagery, it can be used for any application
involving the segmentation of bright or dark blobs on noisy images.

Key Words: Shape Special Session, Exudate Segmentation, Level Sets, Medical Image Processing.

1 INTRODUCTION

The diagnosis of diabetic retinopathy is based upon visually recognizing various clinical features. Retinal lesions
are among the first visual indicators suggestive of diabetic retinopathy. The threat to visual loss increases with
the frequency of retinal lesions combined with their encroachment into the macula. To enable early diagnosis,
it is necessary to identify both frequency and position of retinal lesions in relation to the fovea and other major
structures (such as the optic nerve). In [5] a lesionness measure was introduced and defined as a combination
of perimeter size constancy shp and compactness ¢ = p?/a, where p is the perimeter and a is the area [3]. The
lesionness measure was the core of the stopping mechanism and upon further analysis we discovered a more
direct approach by tracking the entropy of the shape of the region of interest (roi). In this work we introduce the
notion of using a multivariate histogram to describe the changing shape of the roi and track the shape entropy
to determine the best fit. The correlation between the change in shape entropy and the perimeter size constancy
indicates the point where the curve best fits the lesion (or region of interest).

2 BACKGROUND

Retinal exudates are an interesting challenge for segmentation algorithms as they vary in appearance, conforming
to one of three structures: dot exudates, fluffy exudates and circumscribed plaques of exudate. Dot exudates
consist of round yellow spots lying superficially or deep in the sensory retina [9]. Exudates are usually reflective
and may appear to have a rigid, multifaceted contour, ranging in color from white to yellow [1]. With varying
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shapes, sizes, patterns and contrast, exudate segmentation is a demanding problem, complicated by lighting
variation over the image, natural pigmentation, the intrinsic color of the lesion, and decreasing color saturation at
lesion boundaries [2].

We compare our current work to the novel scheme presented in [5], along with three other well known segmen-
tation algorithms. Sinthanayothin et al., [11], Wang et al., [12] and Osareh et al.,[6].

3 PROPOSED MODEL

3.1 Curve Propagation

For our work in lesion segmentation, level set methods provide the capability to determine not just the coarse
shape of an object, but are extremely useful to tease out the fine delicate boundary fissures and curves that give a
deeper look into the overall shape of a lesion candidate. From the well known definition of level sets [7]:

¢+ Fo |[Vo| + Ul(z,y,t)Ve = eK |Vl (1)

where: ¢, is the propagating function at time ¢, Fyy |V ¢| is the motion of the curve in the direction normal to the
front, U(x,y,t)V ¢ is the term that moves the curve across the surface and e K |V ¢| is the speed term dependent

upon curvature. U (z,y, t)ng) is the gradient map, described in section 3.2 and e K |V ¢| is approximated using a
central differencing scheme.

Our numerical implementation takes insights from [10]. Let ¢}* be the value of ¢ at a point (pixel) ¢ at time n.
The curve evolves over a given time step thus:
qﬁ?jﬂ = ¢i; — Atlmaz(—p;;,0) AT +min(—p;;,0)A7] )
where: 3(k) = 1 + ek is the velocity function, u]; is the *current’ level set zero, /At is the time step (or scaling
factor) and the [max...min] describes the normal component, and where:
AT = [max(D;,0)? +min(D},0)? + maz (D, 0)% + min(Dy 0)2]1/2 3)
A~ = [maz(D},0)? + min(D; ,0)* + maxz(D;},0)* + min(D, 0)2]'/2

and D, D, D, D;j are the forward and backward difference approximations in the x and the y directions,
respectively.

3.2 Gradient Map

The boundary of a lesion can be characterized by the point of strongest intensity contrast between itself and the
background retina. Since retinal images are inherently noisy and the lesion edge pixels can look very much like
background pixels, we want a mechanism that smooths out the noise but preserves the edges in our gradient
map. Anisotropic filters address the issue of edge preservation [8]. We build our gradient map thus: g;(z,y) =

% where: I, is a histogram equalized, normalized gray-scale (green channel) image (2, y) and o = 1.

3.3 Stopping Mechanism

A traditional use of level sets is to track a curve to an object’s boundary and then stop. In our case, it is more
interesting to ‘peek ahead’ by allowing the curve to move past the optimal boundary and then ‘look back’ and
measure how well-formed the accumulated region is as a lesion. We have found that when the curve begins
to hold its shape, or position in time, this is a potential boundary point. The curve may slow down and then
subsequently speed up as its moves over a surface. It is for this reason we use the shape entropy information from
one iteration to another to correlate the best stopping point with the slowing down of the curve.
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3.3.1 Histogram

Our histogram model is from [4] in which the third (skewness) and fourth (kurtosis) order moments are de-
fined for multi-dimensional surfaces. Mardia [4] defines a measure of skewness corresponding to: (3, =

yysrr SSSlS“/Ml(ﬁt)Ml(ﬁs/t/) where:

S~1 = S¥ and M:EIIS ) — Iyn (X — X0)(Xs — Xo)(Xyi — Xi). We modify the Ml(;ls ") term to
address location of pixel intensities relative to the grid to retain the true shape of the bounded object thus,
Ml(;ls v _ ﬁZ{;l S wi(Xpi — X ) (Xsi — Xs) (Xt — X¢), where: X is a vector of x,y values, and X
is a vector of the means; p is the number of dimensions (p = 2), w; is the intensities at value i, Y w is the sum
of all the intensities in the region of interest, and S~—! is the Covariance Matrix (inverted).

The measure of kurtosis corresponding to By ,, is, with our modifications:

by = B2 S5 (X, — X)STY(X, - X)I2
N (Z w2)p = K2 7 K2

Although we do not use the values of these moments during this portion of the work, we do employ the full

covariance matrix from the output of the histogram generation, and apply it to calculate entropy H(X) =

3 In[(27e)™ |det(S)|] where: n is the number of observations in the region of interest and S is the covariance

matrix. When no discernible change is detected from one iteration to another, the curve has found its *most

informative’ boundary point.

3.3.2 Best Fit Features

From the original work in [5] we are looking for measurements that can give indicators of how well-formed a
region is as a candidate lesion. Thus, elementary features include 1) the number of iterations the curve held
its perimeter size: shp; 2) the minimum compactness value: c¢; 3) the number of iterations the curve held that
compactness value: chp; and 4) the gradient contrast: gc. After the curve has moved for a number of iterations
(we use P = 180) it is possible that the curve has evolved past the optimal point describing the object boundary.
Because of this possibility, the gathered measurement values are then used to ‘look back in time’ to find the point
at which the curve best fit the object boundary.

3.3.3 Correlation

Let ¢ be the iteration number and /(q) be the count of the number of iterations for which the feature values have
held up to and including ¢. Let g5, be the iteration point where the perimeter holds its size for a h(¢q) > 2, and
gent the entropy value at each successive iteration. Let ¢, be the iteration with the smallest value of c, g, be the
iteration with the largest contrast and g.p,;, be the iteration where c held its value the longest. Let g, and ¢, be
the mean and standard deviation, respectively, of the iteration values for the gathered features. Let qup = ¢, + ¢o
be the upper bound and let g;; = q,, — g be the lower bound. Then let Z* be the collection of features that fall
within the (one)o boundary. Those features that fall within (one)o of ¢,, are used to calculate the best fit point.

SV = Z‘IEZZ: % is the average of these bounded features, where: ¢ is a bounded feature and # Z* is the number of

bounded features. To determine the best fit point we use Pearson’s product-moment coefficient correlated between
E((Qshp _l‘/qshp ) ((Ient, “Haent ))

Jqshp Tdent

expected value, and pq, .., 0q,,, and fiq,, . 0q.,, are the first and second moments for perimeter size constancy
and entropy, respectively. The images with high correlation of entropy H(X) to perimeter size constancy shp
use the max(shp) value - the iteration where the perimeter held its size the longest. Lower correlation values
require the SV calculation.

where: E is the

the gspp feature and the shape entropy gen features. pg . g0 =

4 CONCLUSIONS

Table 1 shows the final segmentation result compared with other algorithms, and shows an increase in accuracy
and decrease in error rate for the proposed model. Sensitivity values can be increased with developments to the
gradient map generation. Algorithm names are as follows: ELSWE - Elementary Features Scheme w/Entropy
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Correlation; ELS - Elementary Features Scheme (orig); Fuzzy - Fuzzy C-means; RRG - Recursive Region Grow;

DC

- Color Discriminant.

Table 1: Algorithm Performance Metrics.
Model | Sens. | Spec. | Accuracy | Error
ELSwE | 96.53 | 99.28 99.13 22.38
ELS 96.94 | 98.97 98.87 29.35
Fuzzy | 88.29 | 94.18 93.89 158.95
RRG | 47.72 | 90.99 88.85 290.1
DC 64.67 | 75.77 75.21 644.75

A novel idea for automated segmentation and classification of candidate lesions using a new level set stop-
ping mechanism has been presented. Experimental comparisons have been conducted on five segmentation ap-
proaches. All algorithms were evaluated against a randomly-selected image set with ophthalmic lesion boundary
demarcation. The results shown in Table 1 demonstrate the advantage of allowing the curve propagation (region
growing) to run past the optimal boundary point, thus providing a ‘peek ahead’ to adjacent areas. Then using
gathered elementary features and correlating the strongest to shape entropy to ‘look back in time’ determines the
best fitting curve.
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ABSTRACT

This work presents a generalized formulation of the Snake model defining new terms for the internal and
the external energy functionals. These modifications conjugate features of the object contour as well as
the inside of the shape. The obtained model is significantly more accurate spatially on the image plane
and temporally on the frame sequence. In particular, the application to single cell analysis is in focus:
In this context, we show how to cast the specific problem into the extended framework we propose.
Shape descriptors and suitable metrics are then derived from the curve representation. The boundary
identification produced through the classic formulation shows a poor and imprecise segmentation and
leads to misleading metrics. The new model instead represents the boundary and the derived shape
parameters in a way more consistent with the visual perception of shape evolution and deformation.

Key Words: deformable models, snake, shape analysis, stem cells.

1 INTRODUCTION

In the past few decades, the fast advances in computer science have revolutionized our ability of obtain-
ing and analyzing medical and biological data, with impact on a wide range of applications in research
and therapy. Computer vision has become a strong ally for the biomedical researcher and clinical oper-
ator, becoming a supporting technology for the medical staff [1]. In particular, researchers in the fields
of stem cell research express the necessity of methodologies and procedures to quantify cell and tissue
modifications after specific stimuli or along the natural growth. Even if the skills of biomedical staff in
reading and interpreting the analysis data are beyond reach for nonmedical researcher, considering a set
of medical or biological images, it is easy to note that, roughly speaking, the level of “noise” heavily
affects the interpretation of the represented data: These images often exhibit poor contrast, non-uniform
background illumination, resulting in boundaries that are not sufficiently sharp to be segmented. Very
few works address this problem [2], and the majority focus on image enhancement or derive enhance-
ment [3] to highlight edges. In some contexts these solutions show their insufficiency, missing a key
point of the problem, namely the possibility of getting information not relying on edges.

In this perspective we propose a Snake framework that contributes with an improved yet agile new for-
mulation. The model is able to cope with high level of noise, corrupted images, and to embed a model
of the object of interest. The approach, close in spirit to the work in [4], combines synergically a num-
ber of ingredients, resorting to classical computer vision techniques, a priori biomedical information,
mathematical modeling and bio-inspired modeling.
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2 GENERALIZED SNAKE MODEL

In the context described in the Introduction it is of paramount importance to formulate a model accurate
in the dynamic representation of the deformation and able to yield accurate shape metrics. The purpose
of this section is thus to present a Generalized Active Contour framework and show how to specialize
it to the analysis of single cell shape (object A in the following).

To begin with, we introduce Snakes as parametric models obtained as an energy minimizing curves.
In the original formulation by Kass and coworkers [5], an acceptable solution ( is characterized by an
energy functional:

2

2
()| 26

952

aC

. 2 .
£(0) = S(O)+2(0) = [ alo)[5; dst [ FlcEes )

where the two terms S(C) and P(C) are respectively the internal energy, computed directly on the
geometric model of the curve, and the external energy, a term accounting for the image I according to
a transformation F (I) : R?> — R.

The Generalized Active Contour we propose takes the form

ac| |9*C
5(A,C)—5<as ﬁ

where the extended energy functionals show a suitable combination of S; and P; terms. Each term
tackles a specific aspect of A such as metrics of the shape, color or texture properties, or time evolution.

I

,5i<A,c>) P(A.C) = P (I(A), 2,(4, C)) @)

The rationale behind this approach is in the following statement [6]: A plane shape A € R? has a
1-dimensional side given by features of its boundary C = dA; and a 2-dimensional side given by its
interior. No successful theory of shape description can ignore one or the other. In this sense, we
extend the energy functional terms by integrating any other relevant aspect such as the geometric model,
physical properties and even non video data. Generalized Active Contours provides a standard and
manageable framework to do this. Hereafter, we specialize the discussion to suit the cell application,
providing directions to build the terms §; and P; using linear probability density. This section gives a
brief mathematical explanation, more examples and a more theoretical discussion are reserved for the
full paper. As a general guideline, given a metric T for A (computed on A, dA or outside A) a probability
density ®(t) can be derived via a learning phase, analytically, or inferred empirically. It is then possible
to define an energy term E; (A, C), both for S; and 7, as a function of ®(t), whose minima correspond
to high probability behaviors. The Energy term drives the Snakes towards a configuration compatible
with ®(1), still allowing some degree of freedom in the same way the probability density does.

Cells evolve in time undergoing a continuous change in shape appearance by protruding appendages
that adhere to the culture surface (1D-side of the shape). In this sense, the smoothness imposed in
the Snake’s standard formulation counteracts this behavior: Conversely a curvature term allowing the
boundary curvature K to assume negative values enforces a spiky appearance. A simple energy term
capturing this feature can use a piecewise linear probability density with maximum curvature value

Tmax:
Tomax — Tspi 0?
Spite(C) = _2M where Tk (C) = / K(s)ds and x(s)= Cgs) .3
Tmax 0A ds
Similarly, the presence of a rest shape for the cell can also be exploited:
max (P(1) — CID(’EMI))Z where T,y is measured w.r.t. the rest shape. 4)
T

Cells viewed from a microscope often show a bright halo, due to the scattering properties of the living
material enhanced by the thinness of the cells at the border. These optical phenomena are common in
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back-lit organic materials. This information is related to the inside cell texture (fy defined in A) and
neighborhood features (f;, defined in AA). The related contributions (2D shape descriptors) are:

w(C) = / [Ty (®) — fiv (®)]* do fw (®) = inner texture prototype ®)
A
Ww(C) = /AA [Iy(0) — f(®)]*do  f,(0) = neighborhood prototype 6)

This kind of measures maps directly into energy terms and drives the snake towards a suitable interior
and a suitable neighbor background, a-priori defined (details here omitted). Hence, for the specific cell
application, the Active Contour is based on the following global functionals, whose terms are linearly
combined:

0*C

ac| ¢
"| 0s2

5(A,C)=5<‘a—s

,K<c>,d><A>,Amt) P(A.C) = (). fw(A). /o(A) (D)

We present in Fig. 1 the results of the application of the proposed model in some frames from a video
sequence of a cell deformation. The standard Active Contour formulation is not able to correctly detect
the cell shape: Errors accumulate over frames and end up with a general failure of the tracking algo-
rithm. Nonetheless, even in the first frames of the sequence, the Active Contour fails in capturing all
the fine details, such as protein spikes and ridges, yielding erroneous statistics.

Figure 1: Cell dynamic detection. The first row is obtained using the proposed Snake model, while the
second row is produced with the original formulation.

3 THE MEASURE OF SHAPE

The measure of shape mainly serves two purposes: on the one side there is a control purpose, namely the
translation of the distance between two objects in the shape space, on the other there is a classification
purpose, aiming at learning the shape representation. Several approaches can be exploited, among
which we recall a statistical shape analysis approach based on landmarks and a functional approach
relying on curve representations. The latter naturally exploits the accurate reconstruction of the shape
provided by the Active contour: Given a planar shape A C R? a simple way to derive a measurement
f(A) € R"is to refer to linear filters: f(A) = [y(A)dA, with y(e) suitable base functions. A polynomial
set of functions (y(x,y) =x”y?) in the filter formulation produces the order (p + ¢) curve moments
mp4(C). Although the moment description captures various levels of the shape distribution, single
moments (especially the high order ones) link poorly to perceivable principal deformation, thus failing
in supporting the perception with actual measurements. To provide a complete set of shape descriptor
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able to describe the continuous evolution while keeping consistency with the perception, we instead
introduce the concept of sphericity as a scaled ratio between shape area ®(A) and perimeter A(A),
refer to the definition of ellipticity and ellipticity variance given in [7], and to the classical definition of
total and average curvature Ko, and X,,¢. We also complete the set of shape parameters by defining two
additional quantities spikeness X and boundary activity I', which we consider strongly coupled with the
visual activity of the cells:

(C) :fc

where (; refers to the shape C at time step j and n controls the temporal averaging. The computation
of these quantities benefits from the underlying proposed Snake model, in that it is more accurate and
conveys more information about the dynamics of the shape and the deformation process (Fig. 2).
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Figure 2: Shape metrics. Evolution of spikeness and boundary activity, according to the proposed and
original snake model.

4 CONCLUSIONS

The development of the proposed Active Contour model is an element in a framework of study of wider
perspective, where the measurement of the shape and its deformation is a central issue. In this regard,
this model presents appealing properties of robustness and accuracy in the detection, validated with
several cells in different experimental conditions. For the sake’s of brevity, insights and many technical
details have been omitted, and also references to the more general picture of the whole shape problem.
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ABSTRACT

Deformable contour models, also known as snakes, are commonly used in image processing and com-
puter vision due to their natural handling of shape variation and independence of operation (once ini-
tialized), which make them highly appropriate to segment mass lesions in digital (or digitized) mam-
mographic images. The extracted shape and texture information through contour based segmentation
are useful in determining benignancy or malignancy. In this paper, we present a preliminary sudy on
comparative analysis of four edge based active contour models in segmenting mass lesions in mammo-
gram images. Two of them are widely used, classic active contour models and the other two are most
recent advances in active contouring. Experiments are carried out to compare their accuracy, as well as
the ability in handling weak edges and difficult initializations.

Key Words: Digital mammography, computer-aided diagnosis, lesion segmentation, mass segmenta-
tion, active contours, deformable model, object segmentation.

1 INTRODUCTION

Breast cancer is one of the leading cause of cancer deaths in women and the risk of developing breast
cancer in life time for women is very high, from eight to twelve percent [14]. Mammography has
been proved effective in examining abnormalities for early detection which is the key to improve breast
cancer prognosis. Analyzing mammogram using computer vision has been widely reported in the
literature, e.g. [4, 10, 8]. Segmenting mass lesions is a critical step in automatic or computed aided
detecting abnormalities and diagnosis. Masses are space occupying lesions, characterized by their
shape, margin and density. A benign neoplasm is smoothly marginated, while a malignancy often has
an indistinct border with low contrast which appears more spiculated over time. Some example mass
lesions are shown in Figs. 1 and 2. Potential lesion sites can be automatically or semi-automatically
detected and located, e.g. [4]. These regions will be closely examined. Thus lesion segmentation is
useful to delineate them from surrounding tissues. Various techniques have been developed to carry out
this task, including Markov random field modeling [6], region growing [2], SOM [5], fuzzy sets [9],
morphological process [3], and watershed segmentation [10].

Active contour models are highly appropriate to segment mass lesions in mammographic images, e.g.
[11]. In this paper, we present a preliminary study on comparative analysis of four edge based active
contour models in segmenting mass lesions in mammogram images. Two of them are widely used, clas-
sic active contour models and the other two are most recent advances in active contouring. Experiments
are carried out to compare their segmentation accuracy, as well as the ability in handling weak edges
and difficult initializations.
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Figure 1: Mass lesion segmentation - from left: mass lesion image, initial MAC snake, its evolution,
MAC final result, and the hand labeled segmentation. None of the other methods can achieve reasonable
results with such difficult initialization.

2 EDGE BASED ACTIVE CONTOURING

We conduct an applied comparative study of four edge based active contour models, namely geodesic
[1], GGVF [13], GeoGGVF [7] and MAC [12], in mammogram mass lesion segmentation. Due to lack
of space, we only provide an overview of the more recent MAC model. Interested readers can refer to
the references for more details.

The MAC model [12] is one of the most recent advances in edge based active contouring. It has shown
significant improvements over other edge based models and comparable performances against more
sophisticated region based methods. It is based on hypothesized magnetic interactions between the
object boundary and the active contour. We hypothesize charged particles flowing through the edges.
These flows of charges will then generate a magnetic field. The snake, carrying similar flow of charges,
will be attracted towards the edges under this magnetic influence. Without losing generality, let us
consider the image plane as a 2D plane in a 3D space whose origin coincides with the origin of the
image coordinates. Additionally, the third dimension of this 3D space is considered perpendicular to
the image plane.

The direction of the currents, flows of charges, running through object boundary can be estimated
based on edge orientation, which can be conveniently obtained by a 90° rotation in the image plane
of the normalized gradient vectors (fx,fy), where I denotes an image. Let x denote point in the
image domain. Thus, the object boundary current direction, O(x), can be estimated as: O(x) =
(=D (—1I,(x), I(x),0), where A = 1 gives an anti-clockwise rotation in the image coordinates, and
A = 2 provides a clockwise rotation. Since the snake is embedded in a signed distance function, the
direction of current for the snake, denoted as Y, can be similarly obtained by rotating the gradient
vector V& of the level set function.

Let f(x) be the magnitude of edge pixel and the magnitude of boundary current be proportional to
edge strength, that is, the electric current on object boundary is defined as f(x)O(x). The magnetic
flux B(x) generated by gradient vectors at each pixel position x can then be computed as: B(x)

Y ses f(8)O(s) x %};:, where s denotes an edge pixel position, S is the set containing all the edge
pixel positions, Ry denotes a 3D unit vector from x to s in the image plane, and Ry is the distance
between them. The snake is assigned with unit magnitude of electric current. The force imposed on it
can be derived as: F(x) o< Y (x) x B(x). We can see that B intersects the image plane perpendicularly
and F is always perpendicular to both Y and B. Thus, F also lies in the image domain and its third
element equals to zero. For simplicity, we shall ignore its third dimensional component and denote
F(x) as a 2D vector field in the image domain. The basic MAC model can then be formulated as:
Cy = ag(x)kN + (1 — a)(F(x) - N)N, where g(x) = 1/(1 + f(x)), » denotes the curvature, and N
is inward unit normal. Its level set representation then takes this form: ®; = ag(x)V - <%) V| —
(1 —a)F(x) - Vo. Nonlinear diffusion of the magnetic field can be applied in order to overcome noise
interference if necessary. More details can be found in [12].
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Figure 2: Mass lesion segmentation - Row (a): original mass lesion images row (b): geodesic results;
row (¢): GGVF results; row (d): GeoGGVF results; row (e): MAC results; row (f): hand labeled
segmentations. Note the initialization conditions for the MAC model are much more challenging than
those for the rest models.

Table 1: Segmentation Comparison.
Test No. [ 1 ] 2 ] 3 | 4 ] 5 ] 6 | 7 | 8 [ Overal
spec. 100 | 99.98 | 4.04 | 99.96 0 99.96 | 0.02 | 99.63 62.95
Geodesic | sens. || 76.40 | 70.75 | 91.25 | 79.65 | 93.14 | 75.72 | 94.38 | 81.25 82.82
accu. || 96.34 | 97.35 | 28.52 | 95.02 | 3.14 | 98.56 | 7.68 | 96.23 65.36

spec. 100 | 99.98 | 99.19 | 99.84 | 100 | 99.97 | 99.89 | 99.38 99.78
GGVF sens. || 88.05 | 85.14 | 82.58 | 80.14 | 64.38 | 83.85 | 69.44 | 65.89 77.43
accu. || 98.14 | 98.65 | 94.53 | 95.04 | 98.80 | 99.04 | 97.42 | 93.19 96.85

spec. || 100 | 100 | 99.26 | 99.96 | 100 | 99.98 | 99.59 | 99.15 || 99.74
GeoGGVF | sens. || 87.17 | 81.24 | 81.97 | 78.51 | 62.93 | 82.60 | 86.80 | 71.38 || 79.08
accu. || 98.01 | 98.31 | 98.41 | 94.74 | 98.75 | 98.98 | 98.55 | 94.02 || 97.47
spec. || 98.59 | 99.26 | 95.03 | 98.01 | 99.94 | 98.92 | 96.37 | 96.40 || 97.82
MAC [ sens. || 97.78 | 95.17 | 96.73 | 92.89 | 89.31 | 97.50 | 98.78 | 9822 || 95.80
accu. || 98.47 | 98.89 | 95.51 | 96.76 | 99.58 | 98.84 | 96.56 | 96.74 | 97.67

3 MASS LESION SEGMENTATION

We test these four edge based active contour models to segment lesions in a set of mammogram images.
These mass lesion images are also hand labeled so that quantitative analysis can be carried out. Fig.
1 provides an example of mass lesion segmentation using the MAC model. The lesion boundaries are
largely diffused. Note the initial contour crosses the region boundary and only sits on the edge of the
lesion boundary, which can happen when using automatic lesion detection. This kind of initialization
is very challenging for edge based active contour models. The MAC contour did not collapse itself
but converged reasonably. None of the other techniques can achieve such result with this difficult
initialization. This initialization independence ability of the MAC model makes it particularly suitable
for automatic lesion detection and segmentation. Lesion detection algorithms may not be able to find
the center of the lesion and often have little knowledge of the shape of the lesion region which makes
it very difficult to place the initial contours in the way that is necessary for GGVF or GeoGGVF to
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successfully converge. MAC, on the hand, provides great flexibility and robustness.

More examples are given in Fig. 2. The geodesic, GGVF and GeoGGVF had to be carefully initialized,
whileas the MAC achieved slightly better results even without dedicated initialization. The quantitative
results are shown in Table 1. GGVF, GeoGGVF and MAC all performed reasonably well, except the
geodesic snake. MAC generally outperformed the rest.

Overall, we found that MAC’s ability to handle difficult initialization provided superior performance.
The MAC model showed great potential in automatic lesion detection and segmentation. The shape
information and other feature extracted from the segmentation can be passed on for further automatic
analysis. This means the whole lesion analysis process can be automated without human intervention,
which can improve throughput and may reduce the possibility of false negative since more data can be
processed.

4 CONCLUSION

We compared four important edge based active contour model for mass lesion segmentation. This
preliminary study on real world mass lesion mammogram image data showed significant improvement
in initialization invariancy and convergence capability of the MAC model compared to other advanced
edges based methods.
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ABSTRACT

Segmentation of aorta and other blood vessels from standard 3D CT or MRI scans needs a lot of hand
work if to do it by a standard segmentation software like Mimimcs and Amira.

In this paper, we present a new level set based deformable model for the segmentation of human aorta
from 3D image dataset. Accurate 3D geometrical models are essential for realistic computational fluid
analysis of the blood flow in human aortas, which can improve our understanding of flow-related aortic
diseases. Segmentation of the human aorta is however difficult, due to its complex topology and inten-
sity inhomogeneity in the image structures. The proposed method uses a hypothesized interaction force
between the geometries of the deformable surface and image objects which can greatly improve the
performance of the deformable model in extracting complex geometries, deep boundary concavities,
and in handling weak image edges. The results show that the new deformable model can be used to
efficiently segment complex structures such as the human aorta from medical images.

Key Words: level set, deformable model, segmentation, human aorta.

1 INTRODUCTION

Deformable models are highly appropriate in the segmentation of the human aorta since they can nat-
urally adapt to local image structures. However, explicit or parametric models are not suitable in our
case since they generally have difficulties in dealing with topological changes and reaching into deep
concavities such as tubular structures. Implicit deformable models based on the level set technique are
introduced by Caselles et al. [1] and Malladi et al. [4] to address some of the limitations of parametric
deformable models. In this approach, the evolution of curves and surfaces are represented implicitly
as a level set of a higher-dimensional scalar function and the deformation of the model is based on
geometric measures such as the unit normal and curvature. The evolution of the model is therefore
independent of the parameterisation, and topological changes can be handled automatically.

Conventional image gradient based methods are generally prone to local minima that often appear in
real images. The balloon force [4] can monotonically expand or shrink the contours, but has great
difficulties in dealing with weak edges and cross boundary initialisations. The bidirectionality of the
gradient vector flow (GVF) model [7] allows more flexible initialisation and its diffused force field
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handles image noise interference in a much better manner. However, it has serious convergence issues
[6]. More recent works, such as [2, 5, 3], showed promising but limited success.

In this paper, we present a new external force field which is based on the relative position and orientation
between deformable model and the image object boundaries. The geometrically induced force field can
easily deal with arbitrary cross-boundary initializations and weak image edges due to its bidirectionality.
In addtion, the dynamic interaction forces between the geometries of the deformable model and image
object can greatly improve the performance of the deformable model in acquiring complex geometries
and highly concave boundaries.

2 PROPOSED METHOD

The new external force field proposed in this paper is created based on the hypothesized geometrically
induced interactions between the relative geometries of the deformable model and the object boundaries
(characterized by image gradients). In other words, the magnitude and direction of the interaction forces
are based on the relative position and orientation between the geometries of the deformable model and
image object boundaries, and hence, it is called the geometric potential force (GPF) field.

2.1 Geometric potential force

Consider two area elements dA; and dAs on two surfaces, with unit normals 727 and 715 respectively.
The hypothesized interaction force acting on dA; due to dAs is defined as

dF = dAindG (1)
where dG is the corresponding geometrically induced potential created by element dA;, and is given as

|’I’L2 |dA2
3

dG = (P12 - M2) (2)

Here, |n2| is the magnitude of the normal at element d Az, r is the distance between dA; and dA,, and
712 is the unit vector pointing from dA; to dAs.

The geometric potential dG can be seen as a induced scalar field, in which the strength of depends on
the relative position of the two elements dA; and dAs. The magnitude and direction of the geometri-
cally induced vector force dF' is therefore handled intrinsically by the relative postion and orientation
between the geometries of the deformable model and object boundary.

2.2 Deformable model based on geometric potential force

Let the 3D image be described by function u(x) where « is a pixel or voxel location in the image
domain, and Vu be its gradient. Let dA; belongs to the deformable surface whereas d A, belongs
to the object boundary. To compute the force acting on dA; from dAs, we substitute |ne| = |Vul,
1y = Vu/|Vu| into (2) and treat ny as a normal to the object boundary. Then we compute the total
geometric potential field strength G(x) at every voxel. Note that only voxels on the object boundary
will contribute to the geometric interaction field. Let S denote the set containing all the edge voxels,
and s denote a boundary voxel, the total geometric interaction at & can then be computed as:

Gl) = V.P ff T2 () mal () dA 3)

7”‘:1‘35
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where 74 is the unit vector from @ to s, and 7, is the distance between them. Computation of ((??))
can be performed efficiently using fast fourier transform (FFT).

The force acting due to the geometrically induced potential field on the deformable surface C at the
position & € C can then be given as:

F(z) =dAzn(x) G(x) 4)

Given the force field F'(x) derived from the hypothesized interactions based on the relative geometries
of the deformable model and object boundary, the evolution of the deformable model C'(«, t) under this
force field can be given as:

Cy = (F . n) n (&)

Since contour or surface smoothing is usually desirable, the mean curvature flow is added and the
complete geometric potential deformable model evolution can be formulated as:

Cy=ag(x)km — (1 —a)(F -n)n (6)

where g(x) is the edge stopping function. Its level set representation can then be given

1
14 | Vu(z)|

as:
®; = agr|V| — (1 — a)(F - [V&) @)

Figure 1: Segmentation process of the human aorta using the GPF deformable model.

3 RESULTS

The new deformable model based on the geometric potential force is applied in the segmentation of the
human aorta from a 3D image dataset acquired using computed tomography (CT) imaging. The image
dataset is cropped to obtained the region of interest. This is done so as to reduce the computational
expenses in using the level set method. Figure 1 portrays the results of the segmentation process using
the proposed method. The different views of the segmented aorta model is then shown in Figure 2.

As shown in Figure 1, an initial level set surface is used for the segmentation process. In particular,
the level set surface is initialised across object boundaries (i.e. across different structures) in the image
to demonstrate the capability of the new deformable model to deal with arbitrary cross-boundary ini-
tialisations. The evolution process of the level set surface and the converged deformable model is also
shown in the figure.

The example demonstrates that the proposed deformable model can efficiently segment complex ge-
ometries such as the human aorta. In addition, it can resolve intensity inhomogeneity in image struc-
tures such as those of the human aorta.
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Figure 2: Three different views of the segmented human aorta.

4 CONCLUSIONS

In this paper, we presented a new external force field for image segmentation which is based on hy-
pothesized geometrically induced interactions between the deformable surface and the image object
boundary. The proposed deformable model is applied in the segmention of the human aorta from a 3D
image dataset. It is shown that by using this approach, complex topologies such as those of the human
aorta can be efficiently reconstructed. Accordingly, the new external force is dynamic in nature as it
changes according to the relative position and orientation between the evolving deformable model and
object boundary. It can thus be used to attract the deformable model into deep boundary concavities
that exists in some image objects. In addition, the new deformable model can handle arbitrary cross-
initialisation which is a desirable feature to have, especially in the segmentation of complex geometries.
Quantitative analysis and comparison to other gradient based methods are necessary to further study the
performance of the proposed model. However,this preliminary work illustrates the efficiency of this ap-
proach in resolving intensity inhomogeneity and in handling complex 3D geometries, which are often
found in biomedical image datasets.
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ABSTRACT

The aortic aneurysm (AA) is a dilatation of the aortic wall, which can occur in the
saccular and fusiform types. These aneurysms are localized, balloon-shaped expansions
commonly found in the infrarenal segment of the aorta, between the renal arteries and the
iliac bifurcation. Aortic aneurysms can rupture, if left untreated. While the cause of AAs
is still an important matter of debate, it is essential to identify treatment options, since
aortic aneurysm rupture is the 15" leading cause of death in the developed countries,
affecting mostly patients over 55 years of age, typically 2—4 percent of elderly males. As
the overall mortality rate following aneurysm rupture may exceed 90 percent [1],
determining the risk factors that may have an important role in aneurysm growth and
rupture has become a major, multidisciplinary task; it is vital to obtain soon a thorough
understanding concerning the pathogenesis and evolution of AAs.

There have been many attempts to analyze blood flows in vivo [2, 3]. However, since
accurate in vivo measurements are barely possible and extremely complex, the precision
and generality of the obtained results is unclear.

In the present project, flow characteristics in an Ascending Aortic Aneurysm have been
investigated using Computational Fluid Dynamics (CFD). Both steady and pulsatile flow
simulations have been conducted. Validation is realized by comparison with companion
experimental measurements in a silicon phantom model with exactly the same vessel
geometry. The developed numerical tool will offer a fast possibility to assess
quantitatively flow conditions and possible flow alterations for a specific patient’s
geometry.

Key Words: Blood flow, Computational Fluid Dynamics, pulsatile flow, wall shear stress, aneurysm

Configuration and Methods: The ultimate purpose of this project is to deliver accurate,
CFD-based information concerning the blood flow in aortic and cerebral aneurysms
found on patients. The full procedure involves 5 different research groups of the
university and is shown in Fig.1.
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To validate the procedure, the generic geometry of an aortic aneurysm is first considered.
A silicon model of a commercially available aortic arch phantom (Elastrat, T-R-N-001) is
employed for this purpose and is used identically for experiments and simulations. The
exact geometry of the inverse model used for the experiments has been obtained from
high-resolution 3D rotational angiographic measurements (Siemens AXIOM Artis dBA
Twin).

Patients
with
Aneurysm

Treatment
options

R
A

Analysis
of results

s
A

CRP

ISimulatin:an

Figure 1: Overview of the flow estimation procedure

The raw data coming from this system are written in DICOM format. After obtaining the
geometry from the 3D-RA measurements, an extensive post-processing takes place
before the flow simulation. Accurate, in-house 3D vessel segmentation is realized [4], the
misleading information is suppressed from the data, the quality of the underlying mesh is
checked and improved, leading finally to a high-quality surface mesh; the resulting
geometry/surface mesh is then exported as a standard STL-file.

The corresponding data (Fig.2, left) can now be readily imported into a further
commercial software (either Tgrid or ICEM-CFD), used for volume grid generation. In
the present configuration, an unstructured grid based on tetrahedrons (extract: Fig.2,
right) and containing about 1.3 million elements has been generated. A grid-
independence study has proved that this high resolution is necessary for resolving the
complex geometry and the resulting flow structures in a satisfactory manner. All CFD
simulations rely on the software FLUENT 6.3.

The experimental measurements employ non-intrusive, laser-based diagnostics (Laser-
Doppler Velocimetry, LDV) to measure the instantaneous velocity field. For this purpose,
a blood-mimicking transparent fluid (,,artificial blood*) has been first developed in our
group. It has physical properties (density: 1094 kg/m’; viscosity: 0.0043 Pa.s; non-
Newtonian behavior) very close to blood but shows exactly the same refraction index as
the silicon phantom model, allowing very accurate optical measurements. After a very
long study, the developed fluid contains now a mixture of water, glycerin, Xanthan gum
(to match viscosity/behavior), and sodium chloride (to match the refractive index). In
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previous studies sodium thiocyanate was used [5] but due to its high toxicity it has been
now advantageously replaced by non-toxic sodium chloride. The properties of the
artificial blood are also employed in the CFD, allowing a direct comparison.

The flow solution is obtained following the ERCOFTAC Best-Practice Guidelines
developed specifically for CFD simulations. Both steady and unsteady flow conditions
are considered. For the pulsatile flow, a sinusoidal inlet flow velocity is employed. The
vessel walls are assumed to be rigid in all simulations; the no-slip condition is applied
there.

—=y

Figure 2: Geometry with inflow (left), detail of the tetrahedral volume mesh (right)

Results:

Only some representative results are shown here due to lack of space.

Steady flow

As boundary conditions a constant flow-rate of 20 ml/s, as given by LDV measurements
has been used at the inflow and outflow boundaries. An example of the results from CFD
simulations is presented in Fig. 3, showing chosen streamlines and a color coding of the
flow velocity along these streamlines.
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Figure 3. Results from CFD simulations: streamlines and color-coded flow velocity (left) regions of
comparison with experimental measurements (right)

The full CFD procedure has been validated successfully under steady conditions by
comparing the numerical predictions with experimental measurements of the full velocity
field on the regions marked in ascending aorta as shown in fig. 3. Corresponding results
are detailed in [5]. Similar LDV measurements are presently carried out for pulsatile
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conditions, while unsteady CFD results are already available.

Pulsatile flow:

The systolic flow was found to be forward-directed throughout the bulge in the phantom
model. Vortices appeared first in the bulge during deceleration from systole (Fig.4), then
expanded during the retrograde flow phase. Numerical tests have shown that the structure
of the corresponding vortex field depends strongly on bulge diameter.

e-01

Figure 4. Selected streamlines showing the influence of vortical structures

Conclusions:

The possibility of an accurate validation of CFD results for flows in aneurysms has been
demonstrated. For this purpose, great attention must be paid to the employed artificial
blood and to the measurement accuracy. The validation is now finished for steady flow
conditions, experimental measurements in the pulsatile regime are presently carried out.
After finishing this second validation step, the next developments will consider cerebral
aneurysms, which are even more difficult to deal with. Post-processing the results in
order to understand the link between shear stress, pressure, residence time, blood flow
patterns and aneurysm development and treatment will constitute the last step of this
project.
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ABSTRACT

We investigate the effect of porous stents on Abdominal Aortic Aneurysms. The blood flow is mod-
elled by the incompressible Navier-Stokes equations, while the stent is viewed as a resistive porous
surface. We show numerical results for an idealized three-dimensional aneurysm geometry, discussing
the changes in terms of velocity, pressure, vorticity and shear stresses, which can have a relevant impact
on the mechanics of the aneurysm.

Key Words: blood flow, abdominal aortic aneurysm, finite elements, dissipative stent models

1 INTRODUCTION

An aneurysm is a localized dilatation or ballooning of a blood vessel, due to a weakening of arterial
walls. To prevent ruptures, aneurysms can be surgically removed, or treated by inserting a stent.

Postoperative complications, as well as the link between hydrodynamics, stent and dynamics of aneurysms
(regression or progression) are not completely understood. Computational models can provide addi-
tional insight into the dynamics of the problem, and become an important tool for technical develop-
ments [2,5,6].

We focus on a particular class of stents, developed by Cardiatis [1], characterized by a multilayer struc-
ture and very thin wires, originally developed to treat cerebral aneurysms. These stents are immersed
in the blood flow, with the purpose of reducing the flow in the aneurysm and stimulate thrombus for-
mation. In some situations, these devices showed favorable clinical outcome also in case of Abdominal
Aortic Aneurysms (AAA).

The main motivation of this work is to provide additional insight on these advantages. Using a recently
proposed approach for simulating the effect of this type of stents in cerebral aneurysms [4], we model

This work was carried out during the tenure of an ERCIM "Alain Bensoussan” fellowship programme.
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the multilayer stent as a porous interface immersed in the incompressible fluid. With respect to the ca:
discussed in [4], the application to AAA presents different geometrical characteristics, which yield
different flow configurations.

It is known that, especially in case of blood flow, fluid-structure interaction (FSI) might be necessary tc
describe properly the characteristics of the system (see e.g. [3]). However, in this preliminary investi
gation we focus on the fluid behavior, analyzing the effect of the porous stent, also in comparison witl
other numerical experimental studies [6]. The full flow-structure coupling and its numerical treatment
is currently a work under development. Preliminary FSI simulations will be presented.

2 AAA-STENT AS POROUS INTERFACE

2.1 Modeling approach

We assume the blood to be a Newtonian fluid, with homogeneous deresityl viscosityu, governed
by the incompressible Navier-Stokes equations.

The stent, consisting of a finely wired grid immersed in the blood flow, is modeled as a porous interface
as proposed in [4]. The velocity is assumed to be continuous across the stent surface, while the press!
might be discontinuous. In particular, we enforce a jump condition on the stress tensor associated wi
the fluid, where the size of the discontinuity is proportional to the flux through the stent.

From the mathematical point of view, this yields a resistance term in the fluid equations:

0
p<altl+u-Vu> +Vp7uv2u+rvu6,y:f

divu=0,

(1)

whereu is the fluid velocity,p the fluid pressurey is the stent surface,, the Dirac measure o and
r- the stent resistance, which depends on the characteristics of the stent.

Solving numerically system (1) with a Finite Elements formulation allows to include naturally the
additional dissipative term in the variational form as

(ryudy, v) = /rwuvdﬁy. 2
g

Additionally, the discretization space includes discontinuous pressures at the stent interface [4].

From a practical point of view, in this modeling approach the stent is not meshed as a solid structure
which would be particularly prohibitive in case of stents with thin wires.

Blood Flow Simulation. System (1) is completed with boundary conditions to reach physiologically
realistic settings. In particular, a parabolic profile is applied at the inlet, prescribing the flow rate as «
function of time. At the outlet, we impose a relationship between the mean pressure and the outgoin
flow, using a simplified zero-dimensional model to take into account the effect of the downstrearr
vasculature [7].

2.2 AAA Test Geometry

For the numerical simulations, we consider an analytically constructed AAA geometry, modeling a
cylindrical vessel of diameteD = 1.7 cm dilated at the middle point of the axis. The maximum
diameter of the aneurysm Bnax = 3.4 cm. A cylindrical stent is included, following the lateral
surface of the cylinder vessel (figure 1).
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Figure 1: Computational mesh for the test geometry. On the right, the cross section shows the additional
interior mesh for the stent.

velocity (cm/s) pressure (mmHg)

ﬁ 3 5 3 %!10

Figure 2: Velocity along the main axis on the middle planes in diastole. Left: flow profile without stent.
Right: results with a resistaneg = 20g-s~!-cm3. The instant in time is indicated in the upper-right
plot, showing the pressure pulse (at the outlet) in time.

Regular surface meshes for the aneurysm and for the stent have been designed, which has been used to
construct two separate volumes (the vessel and the aneurysm part), meshed in three dimensions using
GHS3D?.

2.3 Results

Different flow setups have been considered. As expected, the presence of the stent reduces flow activity
within the aneurysm, redirecting the flow mainly along the vessel axis, throughout the whole cycle.

Moreover, due to the geometrical configuration and to the resulting flow profiles, a small stent resistance
results already in a high flow reduction.

As an example, figure 2 show a snapshot of the velocity profile during the cardiac cycle, corresponding
to a high-vorticity instant in the stent-free configuration.

We will present detailed comparisons of the two situations, in terms of velocity, pressure, vorticity and
shear stress, analyzing also the differences in the oscillatory behaviors.

Zwww-c.inria.frigamma’/ghs3d/ghs.php
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3 CONCLUSIONS

The considered aneurysm geometry, though simple, provides already interesting results concerning t
effect of the stent and the implications on structural mechanics of the aneurysm.

For further studies, we will consider fluid-structure interaction, allowing the vessel wall to interact with
the flow, as well as realistic AAA geometry obtained from medical imaging.

Another important element to be investigated is the presencelligiteral branchesn the aneurysm
wall, to understand how the stent implantation modifies the flow.

Among others, one goal is to understand whether the combined stent-flow effect might yield, in partic
ular conditions, a reduction of the aneurysm, driven by changes in mechanical forces.

However, since aneurysm remodeling has a a typical time scale much slower than the time scale
blood flow, a multiscale model could be necessary in order to simulate the long term dynamics.
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ABSRACT

Thrombosis is typically observed in abdominal aortic aneurysms (AAA). The potential influence of
hemodynamic forces on thrombosis has long been recognized, but it has mostly been studied in vessel
geometries that induce abnormally high levels of shear stresses (e.g. stenoses). The purpose of the study is
to investigate the possible mechanism responsible for the thrombus formation in AAAs. We characterize
the magnitude of the fluid stresses acting on circulating platelets and the time of exposure in the dilatation.
The trajectories of fluid particles are calculated using a Lagrangian particle tracking method applied to
previously obtained velocity fields. Results of particle tracking conducted on in vitro measurements of
velocity fields in AAAs are compared with a numerical simulation. We show that the flow structures within
the aneurysm tend to convect platelets towards the wall, which increases their probability of deposition
onto the wall. The number of cells convected towards the wall increases with the aneurysm dilatation ratio.
These platelets are entrained into regions of slowly recirculating flow, where they experience long
residence times and low hemodynamic stresses. The long residence times, low flow conditions and
convective patterns towards the wall are hypothesized to be the main factors contributing to the thrombus
formation in AAAs. Thrombosis within AAAs is therefore thought be linked to platelet aggregation
through fibrinogen polymerization.

Key Words: Abdominal aortic aneurysms, intraluminal thrombus, Lagrangian particle tracking

1. INTRODUCTION

An abdominal aortic aneurysm (AAA) is an abnormal local dilatation of the infrarenal aorta. The
development of an intraluminal thrombus (ILT) is one of the typical features of AAAs. The ILT, an
aggregate of platelets held together by fibrous strands (fibrinogen), has been observed to develop in 30% of
AAAs (Al-Barjas et al. 2006). It forms inside the aneurysm and obstructs part of the lumen.

When present, the thrombus plays a critical role on the pathology and progression of the vascular disease. It
modifies the interaction between the pulsatile blood flow and the vascular wall and therefore changes the
stress distribution within the wall. But from a mechanical point of view, the thrombus provides support to
the weakened wall. We previously showed that, as the volume of the thrombus increases, the magnitude of
the stresses decreases (up to 60%) and the region of maximum stress moves from the inflection point
towards the neck of the AAA. However, this gain in structural strength is at the cost of an increase in the
inflammatory and degenerative processes inside the aneurysm wall (Gacko & Gtowinski 1998).
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Preliminary studies conducted under steady-flow conditions suggest that the buildup of the thrombus are
impacted by the altered hemodynamic patterns that arise inside the AAA as compared to the flow in a
healthy abdominal aorta (Bluestein et al. 1996). Blood flow conditions affect thrombosis via their effect on
platelets that are the primary cells involved in the mechanism of thrombosis. Studies on platelets have
shown that their rate of activation and accumulation depends on the hemodynamic forces and convective
flow patterns (Dintenfass 1964).

In this study we investigate how hemodynamics may contribute to the formation of an ILT. By conducting
a Lagrangian particle tracking, we analyze the effects of flow patterns on circulating cells as the aneurysm
grows in size. We measure the residence time of platelets circulating inside AAAs and the magnitude of the
hemodynamic stresses acting on them.

2. MATERIAL AND METHODS

Aneurysm models. The aneurysm is modeled as a rigid axisymmetric expansion, characterized by two
parameters, the dilatation ratio D/d and the aspect ratio L/d (figure 1a). The effect of the aneurysm growth
is studied by increasing the dilatation ratio from 1.3 to 2.1 for a constant aspect ratio (L/d = 3).

d= aorta diameter

Flow rate fpeak flow rate
]
=]
o
m
—-
N -

L= aneurysmlength

D = aneurysm diameter - T

(@) (b)

Figure 1 : (@) Aneurysm geometry. (b) Flow waveform imposed at the inlet boundary (from Maier ez al. 1989).

Velocity fields. Lagrangian tracking is performed on velocity fields obtained both experimentally and
numerically.

The same flow conditions have been implemented in the experimental and numerical studies. Blood is
supposed to be Newtonian. As inlet boundary condition, we impose a pulsatile blood flow (figure 1) with
a peak Reynolds number of 2700, a mean Reynolds number of 300 and a Womersley number of 10.7,
which corresponds to 70 pulses per minute. A constant pressure is set at the outlet.

The instantaneous velocity fields have been measured experimentally by Particle Image Velocimetry
(Salsac et al. 2006) in the plane of symmetry of the models over six cardiac cycles. The velocity fields are
phase-averaged to remove the cycle-to-cycle fluctuations for the particle tracking. They can therefore be
assumed to remain axisymmetric, so that particles introduced in the plane of symmetry are supposed to
remain within it.

In order to complement and validate the results, a numerical simulation of the three-dimensional flow field
is conducted within aneurysm models with similar geometry as those used experimentally. Comsol® is
used to solve the Navier-Stokes equations.

Lagrangian ‘cell’ tracking. Tracking markers are followed in a Lagrangian way both spatially and
temporally inside the aneurysm models. The passive point markers are fluid particles that represent
individual blood cells. They are entrained passively by the macroscopic blood flow: neither the cell
geometry nor the cell interaction with the blood flow is modeled. Ten markers, equally placed along the
inlet radius of the aneurysm models, are released with a zero initial velocity at each time step of the cardiac
cycle. Their trajectory is calculated as well as the Von Mises stress, used to quantify the magnitude of the
hemodynamic stress. It has the advantage of being a scalar and an invariant. It is defined as

1
o= \/g(alz + 0% + 0% — 0,0, — 0,03 — 0,03)

where 0; (i = 1, 2, 3) are the eigenvalues of the stress tensor o = (Vi + V") /2.
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A post-processing code has been developed for the cell tracking based on the experimental velocity field.
For the numerical simulation, we use the Comsol Lagrangian tracking function. 100 (respectively 450)
particles are released in each in vitro (respectively in silico) model from the 10 different radial locations at
times equally spaced within one cardiac cycle. Numerically, the grid mesh has been refined until the
trajectories would be independent of it.

3. RESULTS

Flow topology. As the dilatation ratio increases, platelets tend to be diverted from a rectilinear trajectory.
This is due to the presence of the vortex rings that form inside the aneurysm (Salsac et al. 2006), creating
recirculating flow regions along the walls during the diastole. These vortices have the particularity of
bringing platelets in the vicinity of the wall. Accumulation of cells on the walls is thus made possible by
the convective flow patterns they induce.

Platelet residence time. Experiments have shown that the adhesion of blood cells by fibrinogen is directly
proportional to the particle residence time (PRT). The post-processing code developed for the in vitro
results is validated by comparing the platelet residence times with the in silico results. A good agreement is
found so the in vitro residence time is shown in figure 2a. We plot the average of the times of residence of
the fluid particles released from each radial position over one cardiac cycle. It is non-dimensionalized by
the convective time 7., which is the typical scale of the residence time in a healthy abdominal aorta (z. =
L/U with U the mean velocity). One can see that the residence time increases with the distance from the
centerline. The averaged value of the residence time, calculated for each model, is found to increase with
the dilatation ratio: PRT/t.=1.9 (D/d=1.3),5(D/d=1.5),7.2(D/d=1.9),7.9 (D/d =2.1).
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Figure 2 : (a) Platelet residence time, non-dimensionalized by the convective time scale as a function of the release
position. The residence time is a time-average of the times of residences of the fluid particles released from each radial
position. (») Deposition probability along the aneurysm wall.

Deposition probability. Experiments have shown that the adhesion of blood cells through fibrinogen is
directly proportional to the time of residence of platelets close to the wall. From the results found on the
flow topology, we make the hypothesis that the deposition probability is proportional to the product of the
normal velocity to the wall with the near-wall residence time, which is denoted as N,,.
Circulating cells contribute to N,(z), whenever they enter the near-wall control volume centered on the
coordinate z (100 um in radius) with a wall-normal velocity pointing towards the wall. Their contribution
to N,(z) is the product of the time step with the velocity

Vh:{—ﬁ’-ﬁw if u-7,<0

0 otherwise

where 7, is the unit vector normal to the wall.
If the deposition probability can be assumed proportional to Ny, one may conclude from figure 2b that the
probability of wall adhesion becomes more significant with increasing dilatation ratios. For small D/d, the
deposition of platelets or fibrinogen is more likely in the central region of the aneurysm, where the vortex
ring is located. As D/d increases, the peak in the probability of particle deposition moves towards the
proximal and distal inflection points.
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Platelet activation level (PAL). High levels of hemodynamic stresses (or shear stresses) have been shown
to induce platelet activation. Shear stress-activation and aggregation are a function of both the shear stress
magnitude and the duration of exposure (Hellums & Hardwick 1981). For each platelet, we evaluate the
time integral of the magnitude of the local hemodynamic stress ¢ that is applied to the platelet as it travels
inside the aneurysm. It is called the Platelet Activation Level (PAL).

Lower PAL values are found inside the aneurysm than in the healthy vessel, even though the platelet
residence time is increased. The percentage of platelets having a PAL larger than the average value
calculated in the healthy abdominal aorta PALj.m, is around 2%. There is no strong correlation found
between the number of particles with higher PAL value and the dilatation ratio D/d. On the contrary, the
number of fluid particles with levels of activation lower than 1/5™ of PALjcqimy is actually found to increase
exponentially with the dilatation ratio.

4. DISCUSSION AND CONCLUSION

A Lagrangian particle tracking method is used to compute the trajectories of individual fluid particles
(representing platelets) inside aneurysms with increasing dilatation ratios in order to evaluate the effects of
the flow field on the formation of the endoluminal thrombus.

We have shown that AAAs have a very strong effect on the trajectories, residence time and stress history of
circulating platelets, because of the large vortical structures that develop inside the aneurysm. These grow
in size as the dilatation ratio is increased, so that more and more cells are perturbed from their rectilinear
trajectory as the aneurysm enlarges. The cell residence time therefore increases drastically with D/d.

The probability for platelet aggregation is enhanced by the convective motion observed inside the
aneurysm. The peculiarity of the aneurismal flow topology is to transport the cells towards the wall. We
have computed a probability for cell deposition as a function of the normal velocity component for particles
located very close to the wall. As the dilatation ratio is increased, we show that the deposition probability
becomes larger around the proximal and distal inflection points. The inflection points are located in regions
of low hemodynamic stress. Low fluid stresses are known to play a significant role on the fibrin
polymerization processes that enable platelet aggregation (Ikeda ef al. 1991). In low flow conditions, the
platelet activity may also be upregulated from the increased time of exposure to subendothelium collagen
(Bassiouny et al. 1998).

The platelet activation level is found to assume lower values inside AAAs than in the healthy vessels. In the
case of AAAs, the observed dramatic decrease in the platelet activation level promotes platelet aggregation.
In conclusion, the ILT formation in AAAs appears to be the result of the development of regions with high
probability of wall adhesion populated with particles with very small shear-activation level. The long
residence times, low magnitude of hemodynamic stresses and convective motion towards the wall are the
factors that are expected to contribute to the polymerization of fibrinogen and aggregation of platelets.
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ABSTRACT

Pulsatile flow through a sinusoidal bulge in an otherwise straight circular tube is used to model the fluid
mechanics within a fusiform abdominal aortic aneurysm. Three-dimensional flow is computed using
a high-order spectral-element/Fourier method, driven by an anatomically realistic heartbeat waveform.
Model dimensions and parameters are chosen to describe human abdominal aortic aneurysms consid-
ered both low and high risk in terms of their likelihood of rupture. A Reynolds number of 330, a
Womersley number of 10.7, and aneurysm length and diameter ranges of 2.9-5.2 and 1.3-2.1 times the
vessel diameter, respectively, are investigated. Variation in wall shear stress with both time and as a
function of aneurysm dimension is computed. From computations on a bulge with maximum diameter
approximately twice the undilated tube diameter, the flow is found to be naturally three-dimensional
under conditions consistent with the human abdominal aorta. However, the dominant feature of the
flow remains an axisymmetric vortex ring, which is generated at the proximal end of the bulge during
systole. Both three-dimensional flow and non-uniformity in azimuthal wall-shear-stress distribution are
most pronounced in the vicinity of the distal end of the bulge during the resting phase of the heartbeat.
The axial distribution of wall shear stress scales approximately with the length of the bulge. The flow
is sensitive to changes in the bulge diameter: a bulge with maximum diameter 1.9 times the vessel
diameter invokes significantly more complex dynamics than a modest bulge of 1.3 diameters.

Key Words: blood flow, wall shear stress, aneurysm, three-dimensional transition, spectral-element
method.

1 INTRODUCTION

Aneurysms present as a localized enlargement of an artery, caused by weakness or degradation in the
tissue integrity comprising the artery wall.'? Recent attention has focused on the role of blood flow
on aneurysm mechanics, characterizing the fluid mechanics within an aneurysm, and determining the
fluid stresses imparted on the artery and aneurysm walls. Recent experiments®! and axisymmetric
simulation® have shown that in fusiform aneurysms, the flow is dominated by a strong vortex ring,
which develops in the bulge during the systolic phase of the heartbeat waveform. This study employs
three-dimensional analysis and simulation to investigate three-dimensional features of this complex
flow system.
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Figure 1: A schematic diagram of the fusiform aneurysm model, with cylindrical -z coordinate system
and dimensions shown.

2 METHODOLOGY

In this study, the aneurysm is modeled as a sinusoidal bulge in an otherwise straight pipe,[4] charac-
terized by a length ratio LR = L/d and a diameter ratio DR = D/d, where L is the aneurysm bulge
length, d is the undilated tube diameter, and D is the maximum bulge diameter. Flow is driven by a
pressure gradient derived to reproduce a physiologically realistic pulse waveform. A Reynolds number
based on the time-averaged mean velocity through the model (U) is defined as Re = Ud/v, where v is
the kinematic viscosity of the fluid. In this study a Reynolds number of Re = 330 is chosen consistent
with previous studies. Similarly, a Womersley number of « = 10.7 is employed (o = g\/27r flv,
where f is the frequency of the heartbeat). Two-dimensional flow and linear stability analysis were
computed using an incompressible Navier—Stokes solver*®! based on the spectral-element method. 6!
Three-dimensional computations were efficiently calculated using a spectral-element/Fourier algorithm
detailed in Blackburn & Sherwin.[”!

3 RESULTS: 3D FLOW DEVELOPMENT

Using a Floquet linear stability analysis technique formulated in cylindrical coordinates,” the axisym-
metric flow computed and described in Sheard®! was analysed at a range of Reynolds numbers to
determine the stability of the pulsatile flow to non-axisymmetric perturbations. The fastest-growing
wavenumber was found to change with Reynolds number: the flow was predicted to first become un-
stable with a wavenumber m = 1 at Re =~ 270. Inspection of the perturbation field arising from this
analysis demonstrated that the non-axisymmetric flow features evolved in the distal region of the bulge
during the resting phase of the hearbeat, before being flushed out of the bulge during the systolic phase.
At Re = 330, matching Salsac et al. 3] and Sheard!¥), who selected parameters relevant hemodynamics
within a human abdominal aorta, the fastest-growing wavenumber was m = 3, though the location and
behaviour of the three-dimensional structures was similar to that at onset of the transition.

Three-dimensional simulations were then conducted to confirm these predictions at Re = 330. Figure 2
plots contours of wall shear stress magnitude over single a period from the saturated three-dimensional
simulation. The contours indicate that the non-axisymmetric effects are most visible in the resting phase
of the pulse cycle (a). During the systolic phase (c), where wall shear stress levels are highest, there is
little wall shear stress variation in the azimuthal direction: axisymmetric features dominate.

4 RESULTS: GEOMETRY VARIATION

Consideration was given to the effect of changing the aneurysm geometry on the distribution of wall
shear stress magnitude (JWsS|, taken as the leading eigenvalue of the rate-of-strain tensor: the wall shear
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Figure 2: Flooded contours of wall shear stress magnitude (JWsS|) plotted on the surface of the
aneurysm model with LR = 2.9 and DR = 1.9. The model is shown in isometric view with flow
from left to right. The frames are taken at equi-spaced times during the pulse cycle: (a-b) displays the
resting (diastolic) phase, and (c-d) shows the systolic phase. Contour levels from O (blue) through to
40U /d (red) are plotted.

stress is recovered by multiplying these dimensionless values by uU/d). Motivated by the previous ob-
servation that [Wss|is predominantly axisymmetric in this model aneurysm, axisymmetric simulations
were undertaken to investigate how |Wss|throughout the model varied in time. The plots in figure 3
show contours of |WSS|in ¢-z space: that is, along any horizontal line the axial |Wss|distribution along
the vessel and aneurysm wall is given at that instant in time. A single heartbeat is shown.

In figure 3(a), the length ratio is varied over 2.9 < LR < 5.2 for a constant diameter ratio DR = 1.3. Itis
notable that the |[Wssl|is similarly distributed in these plots (peak systole occurs at approximately ¢ = 0),
and away from the aneurysm bulge, the wall shear stress is axially uniform and consistent irrespective of
LR. Within the bulge (|z|/d < 1.45, 1.95 and 2.6 for top, middle and bottom, respectively), a high zone
of |Wsslis detected in the vicinity of z/d = 1.5-2 at t = 0, followed by a localized peak of |[Wss|which
migrates upstream over 0.1 < t/T° < 0.3 from just upstream of the centre of the aneurysm bulge
(z = 0). These correspond to the flushing of fluid into the distal artery at systole, and the development
of a secondary vortex ring after peak systole (as described in Salsac et al.l¥ and Sheard!*)). With
increasing length ratio, the magnitude of |Wss|within the bulge decreases, and the distribution appears
to scale in the axial direction with the length ratio.

To consider diameter-ratio variation, three models with LR = 2.9 and DR = 1.3, 1.9 and 2.1 were stud-

ied (figure 3()). It was found increasing the diameter ratio leads to a marked change in |Wss|distribution.
At higher diameter ratios, the regions of highest [Wss|are consistently located in the distal half of the

bulge and into the distal artery. In contrast to the smaller diameter ratio DR = 1.3, for DR >= 1.9, the

aneurysm bulge experiences |WSS|levels far higher than recorded in the undilated artery segments, and

these persist for a majority of the heartbeat cycle. Even during the resting phase, elevated |Wss|levels

are detected in the bulge at z =~ —0.6. A further striking difference is the appearance of small regions of
low |Wss|during systole (e.g. see t ~ 0 and 0.2), in contrast to the DR = 1.3 cases. This indicates that

at larger aneurysm diameters, vessel wall tissue is exposed to greater levels of peak |WSs|, and greater

temporal and spatial fluctuations in |[Wss|, all of which can erode the integrity of luminal tissue. 12

S CONCLUSIONS

A stability analysis and high-resolution non-axisymmetric computations of a flow representative of
pulsatile flow through a fusiform human abdominal aortic aneurysm have shown that while the flow
is non-axisymmetric under these conditions, wall shear stress is predominantly axisymmetric. By sys-
tematically varying the length ratio and diameter ratio independently, it has been found that the axial
wall-shear-stress distribution scales approximately with the length of the aneurysm bulge, and that in-
creasing the bulge diameter invokes a marked increase in the spatio-temporal fluctuation of wall shear
stress throughout the pulse cycle, due to the increased circulation in the vortex ring shed into the bulge
during the systolic phase of the heartbeat.
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(a) DR =1.3

Figure 3: Contours of shear rate plotted on ¢-z axes to demonstrate the variation in wall shear stress
over a single pulse cycle. (a) DR = 1.3, and from left to right LR = 2.9, 3.9 and 5.2. (b) LR = 2.9,
and left to right DR = 1.3, 1.9 and 2.1. 10 equi-spaced contour levels are plotted between 0O (blue) and
100U /d (red).
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ABSTRACT

Blood flow simulation through a geometrically patient-specific human aorta with a thoracic aortic
aneurysm (TAA) is carried out using a geometry reconstructed from a series of CT-scan images. The
fully explicit characteristic-based split (CBS) scheme along with artificial compressibility is used for
the flow computations. The temporal and spatial distributions of hemodynamic variables during the
cardiac cycle were analysed to study their role in the failure of aorta with aneurysm.

Key Words: blood flow, wall shear stress, aneurysm, artificial compressibility, CBS scheme.

1 INTRODUCTION

An aortic aneurysm is a localised weakening and dilation of the aortic wall. The larger the aneurysm be-
comes, the more likely it will burst with fatal consequences[1]. Based on its location, aortic aneurysms
are classified into thoracic aortic aneurysm (TAA) and abdominal aortic aneurysm (AAA). Currently
about 2% of deaths in men in England and Wakes6( 000 per year) are caused by the rupture of an
aortic aneurysm[2]. Evidence also suggest that the incidence of aortic aneurysm are on the increase[3].

Criteria that are currently in use for the selection of surgical patients are based on the geometrical
features of the aneurysm such as maximum aneurysm diameter, aspect ratio and the rate of change of
aortic diameter. Studies on AAA have shown that peak internal wall stress is a more reliable parameter
for the assessment of the rupture risk. However, the pathogenesis and growth of aneurysm are associated
with the flow features, such as recirculation, secondary flows, flow separation, turbulence, as well as
fluid dynamics quantities, such as wall shear stress (WSS) and oscillating shear index (OSI).
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This work proposes a frame work for geometry reconstructiorslhngeneration and flow computation
of patient-specific TAA geometry.

2 GEOMETRY RECONSTRUCTION AND MESH GENERATION

The geometry of aorta is restored from standard CT scans without contrast enhancement. The resoluti
of the scans i8.877x0.877 mm in horizontal plane and 1 mm between the slices. The AMIRA software
is used for region segmentation and initial surface mesh generation. The initial surface mesh product
by AMIRA contains a significant amount of very short edges and is not smooth enough, resulting fror
the use of standard Marching Cube method for surface mesh generation. To make the mesh coarser :
smoother, the mesh contraction method described in [4] is applied.

To increase the accuracy of computed wall shear stress, boundary layer elements are needed to rest
the high near-wall velocity gradient. The process of generating boundary layer mesh starts by creatir
an inner surface. This surface is obtained by displacing every wall surface point in the opposite direc
tion of its normal vector at a specified distance, that is taken to equal the mean size of surface elemen
Additional surfaces are added between the two surfaces to create boundary layers of progressive thi
ness. The prism formed by the surface triangle of two adjacent surfaces and normals in all the vertice
are then split into three tetrahedra.

The regions of inlet and outlets that are not part of boundary layer mesh are 0 by the stitching metho
[5] which provides a high quality surface mesh. Finally, the volume tetrahedron mesh of the remain
ing domain is generated by the Delaunay triangulation method described in [6]. Details of geometn
reconstruction and mesh generation process employed in this work can be found in [6].

3 THENAVIER-STOKESEQUATIONSAND NUMERICAL SCHEME

In the aorta the, rheological behavior of blood can be approximated by a Newtonian model with accep
able accuracy. Under this assumption, the unsteady Navier-Stokes equations in three dimensions c
be written as follows

op 0
o . = 1
ot "ozt =Y ™)
BUZ 0 . Bp aTZ‘j
8t + 8£Cj (UJUZ) B _axi + (%cj (2)

whereu is the velocity,p is the pressure andis the density. HerelJ = pu and the deviatoric stress
components- are related to velocity as

B Ou; ~ Ouj  20uy
T = H <8x]— * ou; B 363%52]) )

wherey is the viscosity and is the second order identity tensor. The transient density term in Eq.(2),
under isentropic conditions, can be replaced by

dp 10p
_— = — — 4
ot 2ot “)

wherec is the wave speed. The problem is completed by specifying appropriate initial conditian for
andp together with boundary conditions.
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The above equations are solved using fully explicit Artificiain@oressibility—CBS scheme (for details,

see [7]) along with standard Galerkin finite element for spatial discretisation. The CBS scheme is
very similar to the original Chorin split and also has similarities with the projection scheme widely
employed in incompressible flow calculations. The scheme essentially contains three steps. In the first
step, the intermediate velocity field is established. In the second step, the pressure is obtained from
the continuity equation and, finally, the intermediate velocities are corrected and true transient term is
added in the third step get the final values.The steps of the AC-CBS scheme in its semi-discrete form
can be summarised as

Step 1: intermediate momentum

. oot A "
AU; =U; = Uj" = At [—i(UJUi) + 87-”_ + Ty + —tuki (i 'Ui)+>‘| (5)
Step 2. pressure

AN L (1N, our AU; o op"
<62> P B <62> b —At[aﬁi 91 8£CZ —Awlaxi 8::3@

(6)

_

Sep 3:momentum correction

- o AUT
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whereAr is the real time step and the true transient téxpi” is approximated as

ntl _ypn n—l
avr = 30 gl +Ui

4 NUMERICAL SSMULATION

The mesh used in the computation contains just over 1.2 million elements with five boundary mesh
layer close to the wall. The boundary conditions used are no-slip conditions on the wall and parabolic
velocity profiles at the inlet and all the four exits. The flow rate is divided between the four exits based
on the physiology of an average human being. A total flow ratélgm is also assumed to simulate

a condition of an average human being. The mechanical properties of the blood are assumed to be
constant. A kinematic viscosity 677 x 10~ cm? /s and density of.060 gram/cn’.

5 CONCLUSIONS

This work was undertaken to study the role of geometry of the aorta distal to the arch affecting the WSS
and OSI distribution on the descending aorta. The compliance of the aorta is important for estimating
the WSS distribution and oscillating shear index (OSI). However, this influence is only of the order
10-15% and is neglected in the present study. The value of WSS is very small at the beginning of the
blood flow cycle and rapidly increases as the flow speed increases, reaching a peak WSS value at the
peak flow rate. Beyond the peak velocity, the WSS drops rapidly as expected. Before the diastole, the
reverse flow velocity and the forward moving waves make the WSS to oscillate before slowly reaching

a minimum value. Since the velocity history during diastole consists of very small velocity variations,
the WSS never drops to zero. It was found that the WSS reaches maximum value at the folded neck.
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Figure 1: Contour plot of the oscillating shear index (OSl)gaor and posterior views.

However, the dilatation happened distal from the fold location. Nevertheless, the high OSI values occl
on the area where the dilatation started as shown in Figure 1.

Work to implement more realistic boundary condition on both inlet and outlets and to include the effect:
of wall compliance in in progress.
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ABSTRACT

There is general consensus that myocardial fiber architecture should be modelled in order to fully
understand the electromechanical properties of the Left Ventricle (LV). Diffusion Tensor magnetic
resonance Imaging (DTI) is the reference image modality for rapid measurement of fiber orientations
by means of the tensor principal eigenvectors.

In this work, we present a mathematical framework for across subject comparison of the local
geometry of the LV anatomy including the fiber architecture from the statistical analysis of DTI
studies. We use concepts of differential geometry for defining a parametric domain suitable for

statistical analysis of a low number of samples. We use Riemannian metrics to define a consistent
computation of DTI principal eigenvector modes of variation. Our framework has been applied to
build an atlas of the LV fiber architecture from 7 DTI normal canine hearts.

Key Words: cardiac fiber architecture, diffusion tensor magnetic resonance imaging, differential (Rie-
mannian) geometry.

1 INTRODUCTION

Cardiologists accept that analysis of myocardium motion, especially the Left Ventricle (LV), provides
information about the health of the heart. Since the architecture of myocardial fibers determines LV
electromechanical activation pattern, as well as, its mechanics, its thorough knowledge is crucial for
defining reliable computational models. Diffusion Tensor Magnetic Resonance Imaging (DTI) has the
ability of measuring the diffusion of water molecules along various directions in tissues. This converts
DTI volumes in a unique (medical) imaging modality for visualizing the local structure of fibrous tissue.
In the particular case of myocardial fibers, it is well established that the primary eigenvector is locally
aligned with fiber direction [1].

In this work, we introduce a unifying mathematical framework for computing a statistical atlas of fiber
orientations from the analysis of DTI studies. We define differentiable charts [2] parameterizing the
LV volume in unitary (radial, longitudinal and circumferential) coordinates (the Normalized Parametric
Domain, NPD). In order to ensure registration across subjects, the parametric coordinates are defined
according to common anatomic landmarks.

By differential geometry arguments [2] the parametric map defines (local) coordinates on the LV spatial
volume and, by means of the Jacobian, on its tangent space. The local reference system given by the
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Jacobian describes the geometry of the LV anatomy and it is used to decompose DTI primary eigenvec-
tor. The components of the DTT principal eigenvectors in the local reference system are mapped onto
the NPD for a PCA analysis of their variability. Riemannian metrics are used to provide a consistent
computational framework for variation modes.

2 MAIN BODY

In order to quantify the variability of ventricular geometry and fiber architecture of the LV across
subjects, the data volumes of the different subjects should be registered first. Current approaches [3-4]
use a non-rigid deformation based on, both, image intensity and anatomical landmarks to register data
volumes to the image volume of a reference subject. A common inconvenience is that registration does
not provide any geometric description of the LV anatomic shape. Such description is incorporated by a
global coordinate change representing (parametrizing) the geometry of an approximate template. Usual
coordinate changes (such as cylindrical or prolate spheroidal) model an oversimplified geometry unable
to account for the patient-specific (local) anatomic form of the heart.

As suggested in [5], we parameterize the LV volume (£V) in normalized circumferential, longitudinal
and radial directions (Fig. 2 (a)) using 3D B-Splines. The parametric coordinates define for each subject
a mapping, ¥ : Q3 = [0,1] x [0,1] x [0,1] — LV, between the unitary cube and any £} domain.
We call Q3 Normalized Parametric Domain (NPD). By taking into account anatomic features common
to any LV, we ensure that given anatomic locations in £} share the same parametric configuration
(u,v,w) € Q3. In this manner, we achieve implicit registration among different subjects by means of
the inverse of the parametric mapping U1,

The map W registers £V to the unitary (cubic) domain Q3 “straightening” (unwrapping) £V geometry.
A main advantage over approaches registering volumes to a reference £} domain in cartesian coor-
dinates is that the NPD domain allows a straightforward definition of neighborhoods adapted to £V
subject-specific anatomy.

The Jacobian, DW(u, v, w), of the parametric map defines at each point p € L) a non orthogonal
reference of unitary vectors {e,(p), € (p), ew(p)}:

V, ¥ VU Vol 0
yew = T T
IV Pl IV ¥z

= ’e =
IVl

€y

describing the local geometry of the £V volume. Unlike approaches using a global change of coor-
dinates in the cartesian image volume, our local reference is able to capture the subject-specific LV
geometry (given by the parametrization of the volumetric manifold [2]). Figure 2 shows the description
of LV local geometry given by DV (u,v,w). We observe that the reference vectors (1) are tangent
to L) parametric curves, so that in the NPD they correspond to the axis defined by the parametric
coordinates (u, v, w).

The tangent application DW (u, v, w) maps vectors, &, expressed in cartesian image volume coordinates
into the NPD [2]. By linearity of the tangent application, the mapping is given by the decomposition of
¢ in the local reference (1). Such components can be mapped to the NPD for statistical analysis.

The atlas of myocardial anatomy includes a mean geometry of the £V, as well as, exploring the prin-
cipal modes of variation of the principal eigenvector average orientation. The average £) template
follows from the 3D B-Spline parametrization of the average position of points of different subjects
obtained by uniform sampling of the parametric space. Concerning fiber architecture, the computation
of an statistical atlas requires statistical measurements (arithmetic mean and covariance matrix) on the
values (&, &y, &) for all subjects. In order to compensate for the low number of DTI studies, N, for
each parametric point (u;, v;, wy), we considered the values (&, &, &) in a 6-connected neighborhood
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Figure 1: Local Reference System given by the Parametric Map Describing £V Geometry, (a), and
sketch of the the definition of the isometry on S? for statistical analysis of DTI principal eigenvector.

defined in the NPD. This strategy increases to 7/V the number of samples for computing the descriptive
statistics. We will note the set of samples for each parametric point =.

For an arbitrary vector, (£, &,,&,) would be a point cloud in R3. In our particular case, DTI principal
eigenvector in cartesian coordinates is unitary (i.e. it belongs to the sphere, S?). Although the local
reference system (1) is non-orthogonal (i.e. the tangent application does not preserve the metric), it
does not significantly deviate from orthonormality. This implies that (&, &,, &) € Z approximately lie
on 52 and, thus, the statistical analysis should not be done in R? but on the Riemmanian manifold 52
[6].

In the particular case of the sphere, it is possible to construct an isometry mapping S? onto a plane
such that distances can be measured using the Euclidean metric in the plane. Let £ be the average of all
€= (&u, &, &) € Zand &, = £/||€]| the associated unitary vector. The inverse of the exponential map
[6] projects maximum circles through £ to its perpendicular vector, &;-, on the tangent plane (see fig.2
(b)). By general theory of Lie groups the exponential map is a local isometry. In the particular case
of spheres [6], it is an isometry between the circle and the vector space generated by & given by the
angle, ), between &,, and any point ¢ in the maximum circle:

exp l:i&— «9{% (2
By trigonometric arguments &;- and 6 are given by (see fig.2 (b)):

b €-(68) 68))

By definition the map (2) provides three values which correspond to coordinates in the NPD. It follows
that their statistical analysis can be still anatomically interpret in terms of the local reference (1). A
Principal Component Analysis for exp~!(§), € € Z, gives the fiber average model and its modes of
variation. Regarding the modes of variation, since exp~!(£) are on a plane, the covariance matrix al-
ways has a zero eigenvalue corresponding to the direction perpendicular to the plane &,,. The remaining
modes are in terms of the local reference (1) and can be anatomically interpreted.

0 = arctan < 3)

Our mathematical framework has been applied to DTI studies of N = 7 normal canine hearts from the
Johns Hopkins Hospital public data based (available at http://www.ccbm. jhu.edu/). The NPD
has been sampled in 100 x 50 x 10 parametric points uniformly distributed. Figure 2 shows the average
fiber model over the average geometry of the £). Vectors are colored according to the sign of the
circumferential component: cyan stands for positive orientation and black for negative one.
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Figure 2: Average fiber architecture over an average geometry of the £) anatomy.

3 CONCLUSIONS

Modelling the architecture of cardiac fibers is a challenging problem and a milestone for developing
consistent models of the heart electromechanical activation. On the grounds of Riemannian theory, we
have presented a general mathematical framework for computing consistent statistical models of cardiac
fiber architecture from the analysis of DTI images. The average model is suitable for fiber tracking and
simulation of heart electromechanical propagation models [7], whereas the modes of variation can be
anatomically interpreted.
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ABSTRACT

This paper presents an efficient implementation of a Computational Electrophysiology model for het-
erogeneous processors, namely IBM’s Cell/B.E. The Physiological model, that of FitzHugh - Nagumo,
includes diffusion and non-linear terms representing the activation potential propagation in excitable
media. The numerical discretization is based on the Finite Differences Method, usign a 4-point sten-
cil explicitly advanced in time, and the computational performance of the model is assessed through
numerical experiments. The proposed scheme is intended to simulate large-scale problems, hence our
efforts have been focused in obtaining the maximum performance.

Key Words: Computational Electrophysiology, Excitable Media, High Performance Computing, Cel-
I/B.E.

1 INTRODUCTION

We presentan implementation of a Computational Electrophysiology model for Excitable Media in Cel-
1/B.E. processor. Due to its computational capabilities, Cell/B.E. emerges as a promising computational
platform for high-performance applications [1]. Its use in high computation demanding applications
(Geophysics Seismic Imaging [2]) encourage us to try to get the most performance of it. Moreover, the
Cell/B.E. processor is the main building block for the Roadrunner, the current largest supercomputer
and the first one to break the Petaflop barrier !. This paper represents a first effort to develop a com-
putational simulation tool capable of efficiently running in such architecture. The motivation is double:
on one hand, to solve large problems in real time to be usedin diagnose. On the second hand, to solve
grand challenge problems where complex models can be studied and developed.

2 HPCELECTROPHYSIOLOGY

In this paper, the Physiological model of the excitable media is based on the Hodgkin-Huxley theory.
As a first approach, we implemented the FitzZHugh - Nagumo (FHN) [3] model,

9 _ 9 (D 99 ,
“mdr = o, (SU ij>  fion, M

where C),, and S, are constants of the model, the membrane capacitance (uF' cm_Q) and the surface to
volume ratio respectively. The total membrane ionic current is Tion (A cm™2). In this model, to the
ionic current definition, a gate potential W equation is added:

"http://www.lanl.gov/roadrunner/
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W is called recovery potential. Constants c1, c2 and c3 define the shape of the propagation wave and ¢
and ~ control the recovery potential evolution.

The numerical discretization used for implementing the stated equations, is based on the Finite Differ-
ences Method (FDM) [4], explicitly advanced in time. The presented scheme is a proof of concept,
based on the following points:

e The computational domain is a paralelepipedal structured mesh.

e The Physiological model is simple: the FHN.

e The model doesnotincludes fiber orientation information.
The pseudo-code shown in Algorithm 1, implement the equations using FDM. The body of the algo-
rithm is a loop in time that applies the equations for each and every point in the input potential model
(lines 1 and 2). For each point, the algorithm computes the laplacian (Equation 1), which is the most
time consuming part of the algorithm due to the low operation/memory access ratio. This situation

encourage us to optimize the laplacian calculation in order to get the maximum efficiency from the
algorithm.

Potential propagation

input: model, spatial and time discretization, source
output: potential field

1: for all time steps do

2 for all model points do
3 compute the laplacian
4 compute the free term
5: do time integration
6 compute the coupled equation
7 end for
8: end for

Figure 1: The potential propagation algorithm

Our focus in this work is to map Algorithm 1 on the Cell/B.E. processor (from an IBM QS22 blade),
which is one of the emerging HPC technologies. This processor was originally developed for the Sony
PS3, but its remarkable floating point throughput (>200 GFlops/s) and main memory bandwidth (25
Gbyte/s) make him a very interesting election as HPC platform. Our analysis shows that the algorithm
is memory-bounded, and using 98 % of the processor’s memory bandwidth we reach 50 Gflops/s. This
results are consistent with FDM methods performance in HPC platforms[5].

Figure 2 show the Cell/B.E. internal organization. The Power Processing Element (PPE) is a general-
purpose 64 bit PowerPC-type with cache memories. Also, there are 8 Synergistic Processing Elements
(SPE) with scratchpad memories called Local Stores (LS). This memories must be explicitly managed
by the software developer, so the programmingeffort outstands other HPC processors. The PPE and the
SPEs both have a 128-bit wide Simple Instruction Multiple Data (SIMD or vectorial) instruction set.
SPEs SIMD instructions allow to simultaneously process 4 single-precision floating-point operands,
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Figure 2: Cell/B.E. processor architecture

so its usage is mandatory if high performance is required. The necessity for manually programming
the memory accesses and the development of SIMD code increases the software complexity, but gives
outstanding performance. On the energy side, Cell/B.E,’s efficiency outperforms every other HPC
platform, considering that the seven most energy-efficient clusters use it as their processing element 2.

3 CONCLUSIONS

The current work presents the FHN equations implemented on Cell/B.E., an HPC platform. Our results
show we have obtained 50 Gflops using a FDM numerical schema. Consequently, we can run simula-
tions of sizes that were prohibitive some years ago. In the future we want to enhance the complexity
of the model while mantaining the performance. Furthermore, different hardware architectures will be
evaluated so as to compare their performance against our Cell/B.E. version.
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ABSTRACT

We present a model-based preconditioner for the solution of the Bidomain system governing the prop-
agation of action potentials in the myocardial tissue. It is based on a suitable adaptation of the Mon-
odomain model, a simplified version of the Bidomain one, which is simpler to solve, but unable to
capture significant features of the physical phenomenon. This strategy allows to save about half the
CPU time required from the standard simulations and the preconditioner has been proved to be optimal
with respect to the mesh size. This preconditioner can be also applied to a model adaptivity strategy
which is based on an a posteriori error estimator and lets solve the expensive Bidomain model only
in specific regions of the domain. These computational methods can be used to simulate the action
potential propagation on fine computational meshes built on either fixed or moving real geometries.

Key Words: preconditioning, model adaptivity, computational electrocardiology, moving domains.

1 INTRODUCTION

The electrical activation of the heart is the biological process that generates the contraction of the
cardiac muscle, pumping the blood to the whole body. In physiological conditions, the pacemaker cells
of the sinoatrial node generate an action potential, that is a sudden variation of the cell transmembrane
potential u, being u the difference between the intracellular potential u; and the extracellular one u..
Following preferential conduction pathways, the electrical stimulus propagates throughout the heart
wall and causes the contraction the heart chambers. Due to this coupling between the electrophysiology
and the mechanical behaviour, when some anomalies occur in the action potential propagation, the
proper function of the heart pump can be affected.

The main motivations of mathematical modeling and numerical simulations of the cardiac electrical
activity are that they can be useful, for instance, to investigate the state of the heart without invasive
medical techniques, to predict the success of a surgery or the pathology development or find the optimal
electrode placement for ECG.
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2 NUMERICAL SIMULATION OF ACTION POTENTIAL PROPA-
GATION

The action potential propagation can be mathematically described by coupling a model for the ionic
currents, flowing through the membrane of a single cell, with a macroscopical model that describes
the propagation of the electrical signal in the cardiac tissue. The most accurate model available in the
literature for the description of the macroscopic propagation in the muscle, is the Bidomain model, a de-
generate parabolic system composed of two non-linear partial differential equations for the intracellular
and extracellular potential (1) (see e.g. [1]).

1 -1 0 U; V- (DZVUZ) [ion(u, w) . I;lpp
XCin [ -1 1 ] ot [ Ue } - [ V- (DeVue) | TN —Lon(uyw) |~ | — 1 M
In the Bidomain formulation D;, D, are anisotropic conductivity tensors, [, is a function of the in-
dependent variable w according to the chosen ionic model, I:*" (1 = i, e) represent applied external
stimuli and , C);, are physical parameters. The ionic models are generally composed of a system of
ordinary differential equations for the ionic currents and gate variables. Problem 1 is completed by an

initial condition u(x,0) = uy and homogeneus Neumann boundary conditions on 952, corresponding
to an insulated myocardium.

Due to the degenerate nature of the problem, its discretization leads to a ill-conditioned linear system
and, as a consequence, the numerical resolution is very expensive. For this reason a simplified model,
the Monodomain one has been proposed in literature. This model is by far easier to be solved, be-
ing composed of a single PDE corresponding to a well-conditioned discretized system but, due to the
simplifying assumption it is based on, it is unable to capture certain patterns of propagation of the ac-
tion potential that have been found experimentally and that can be predicted, instead, by the Bidomain
model. For this reason it is useful to develop new strategies which allow to solve the most accurate
model while reducing the computational cost.

In particular we set up a preconditioning strategy based on a suitable adaptation of the Monodomain
model, which we refer to as extended Monodomain, used as a preconditioner for a non-symmetric
formulation of the Bidomain system. This preconditioner results at the algebraic level in a lower block-
triangular preconditioner that we proved to be optimal, with respect to the mesh size, using a Fourier
analysis. We tested our strategy on the finite element discretization of the Bidomain problem, imple-
menting the Monodomain preconditioner within the C++ finite elements library LifeV (www.lifev.org).
We considered 3D problems on both idealized and medical images based geometries, coupling the
Bidomain model with two different ionic models, the Rogers-McCulloch and the Luo-Rudy Phase I
ones. We compared the performances of our preconditioner with a standard choice (more precisely ILU
preconditioner implemented in Trilinos software package), with respect to the number of iterations re-
quired by the iterative algorithm to converge and the CPU time demanded. The results show that the use
of Monodomain preconditioner leads to a considerable gain in both iteration counts and computational
time and that this gain increases as the geometrical discretization parameter decreases. In Table 1 we
show the comparison regarding CPU times and iteration counts between the standard technique (conju-
gate gradient method with ILU preconditioner) and the Monodomain preconditioner strategy (flexible
GMRES with Monodomain preconditioner (MPrec) ). The first column shows the number of nodes of
the tetrahedral mesh, columns 2-3 relate to results obtained using Rogers-McCulloch ionic model while
columns 4-5 refer to Luo-Rudy phase I model (see [2] for more details).

The strength of this technique is that not only it leads to an important gain in efficiency, but it can also
be coupled with other strategies. In particular we developed the idea to solve the most accurate and
costly Bidomain model only in some regions of interest, while in the remaining part of the tissue the
simpler Monodomain model is solved. These regions can be chosen a priori, for instance according
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ILU / MPrec (RM) | ILU / MPrec (LRI)
#nodes | time | iterations | time | iterations
12,586 | 1.4886 | 4.5229 | 1.5474 | 3.4458
62,566 | 1.7331 | 6.2097 | 1.2638 | 3.0554
172,878 | 1.9465 | 8.0000 | 1.4254 | 4.0291
841,413 | 2.3668 | 13.2229 | 1.9615 | 6.7894

Table 1: Ratio of the CPU times and ratio of iteration counts between conjugate gradient method with
ILU preconditioner and flexible GMRES with Monodomain preconditioner. Rogers-McCulloch model
(columns 2-3) and Luo-Rudy phase I model (columns 4-5).

to possible clinician requests, or a posteriori, on the basis of an a posteriori model error estimator.
The resulting model at each time step is therefore a Hybrid Monodomain/Bidomain model, being the
Bidomain region dependent on the error estimator pattern and varying during the simulation.

We develop a model error estimator by first evaluating the residual of the Bidomain equations computed
on the Monodomain solution. We then integrate the residual, assuming the two solutions coincident at
the previous time step and expressing the Bidomain conductivity extracellular tensor as a perturbation
on the Monodomain one. The resulting estimator on the generic element K reads:

tn+1
D, - \D; D, — )\D;

2 M e ? —1 -1 € ? M

= Vu' —————(D; D) ——V

CK /t" /KETh Ue 1_1_)\ (7, + e) 1_1_)\ Ue

M

where u_” is the extracellular potential computed with the Monodomain model. In order to implement
this model adaptivity approach, we proceed according to the following algorithm:

1. Put? = 0 and solve the Monodomain problem;
2. for each element K of the grid:

(a) compute (g

(b) if (i is greater than a chosen threshold, activate the Bidomain model on the current element;

3. solve the Hybrid problem built at point 2b, using the Monodomain preconditioner strategy, to get
u!? and ull;

4. sett =t + At and go to point 2.

This algorithm has been implemented in LifeV library and numerical results, obtained in 3D test cases,
show that the estimator switches on the more expensive model only in small regions of the domain, in
particular those involved by the propagating front at that time (see Figure 1).

This model adaptivity strategy coupled to the use of Monodomain preconditioner has proven to lead to
a further gain of 10% of CPU time required for the solution of each time step. Moreover the error of
the Hybrid solution, evaluated as a suitable norm of the difference between the solution of the Hybrid
system and the solution of the full Bidomain system, is smaller than the error of the full Monodomain
one.

The two strategies here described have been exploited in order to perform numerical simulations on very
fine computational grids built on real geometries of the left ventricle. More precisely, from SPECT or
MRI images we can reconstruct the epicardium and endocardium surfaces through an image segmenta-
tion process implemented in VMTK software (www.vmtk.org), and then compute a tetrahedral volume
mesh on which we set up the finite element approximation of the problem.
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Figure 1: Left: screenshot of the action potential propagation at ¢ = 60 ms. Right: the red colour
highlights the elements in which the Bidomain is switched on at ¢ = 60 ms.

The computational cost associated to the assembling of the upper right block of the Hybrid matrix has
been reduced by splitting it in a time-independent computation that can be performed once, and in a
cheaper part to be performed online at each time step. This additional cost is compensated by the gain
in CPU time required to solve the hybrid system when the number of active elements is small. It is
worth noticing that this task will not represent an additional cost if the whole matrix of the discretized
linear system has to be recomputed at each time step. This happens, for instance, in the simulation
of more complex phenomena, involving the coupling between action potential propagation and heart
muscle contraction: since the geometry is moving, the finite element spaces have to be rebuilt, forcing
the whole matrix assembling to be performed at each time step.

To this respect the most classical way to include muscle contraction is to couple a mechanical model for
the muscle to the electrophysiological model chosen. The drawbacks of this approach are that the full
coupling leads to expensive computations and that a reliable mechanical model should depend on the
cardiac fibers orientation, which is still a controversial aspect in this field. We then tried to incorporate
the domain movement by retrieving it directly from medical images, avoiding the simulation of the
mechanical behaviour of the heart. In this approch we take advantage of a surface registration algorithm
in order to track the domain movement during a heart beat and we include this image-based movement
in the simulation of the action potential propagation. We then solve the Hybrid PDE system with
the Monodomain preconditioning together with the model adaptivity strategy, without any additional
assembling cost with respect to the full Bidomain simulation.

3 CONCLUSIONS

In our exeprience, the use of efficient techniques is a crucial point in order to perform accurate sim-
ulations on real geometries in a limited amount of time. We achieve this objective by coupling two
different numerical methods: the first one is a model-based preconditioner which has been proven to be
optimal with respect to the mesh size and has led to a remarkable gain in CPU time. The second one is
a model adaptivity strategy which allows to solve the most accurate and expensive model only where
needed. This twofold approach can be used to perform accurate numerical simulations of the action
potential propagation in real geometries, even in moving domain, reducing the computational effort.
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ABSTRACT

Recent numerical techniques for the accurate and effective simulations of potential propagation in the
heart are considered. On one hand, we present a second order generalization of the popular Rush-Larsen
scheme for the solution to ionic models in electro-cardiology. A time adaptive implementation of the
method is presented. On the other hand, we present preliminary results on the application of domain
decomposition techniques for solving the coupled Monodomain and Bidomain problems in view of
model adaptivity.

Key Words: Computational electrocardiology, Rush-Larsen scheme, time adaptivity, domain decom-
position methods

1 INTRODUCTION

Numerical modeling of the cardiac activity still presents many interesting challenges in terms of ac-
curacy and effectiveness of the methods. In silico physiology of the heart has been recognized as an
important predictive tool for integrating properties and functions measured in vitro and in vivo. Impact
of numerical models ranges from a better understanding of the physiopathology of cardiac dynamics
(electrical activity, mechanics, fluid dynamics), to the prediction of the impact of certain therapies.

In this talk, we will address some methods recently developed for an accurate and effective numerical
solution to the equations of electrocardiology. More precisely, we consider

1) a method for the accurate simulation of ion dynamics, which is an improvement of the popular
Rush-Larsen scheme;

2) domain decomposition techniques for the simulation of the potential propagation, resorting to the so-
lution of mixed Monodomain-Bidomain systems, in view of model adaptivity (where the computaion-
ally intensive Bidomain problem is solved only in small regions of interest).
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C_1 Co C1

FE* 0 1 0
* 3 1
AB2* | 0 | 3| -3

* 1 1
CN* | 2 | 2] 0
* 5 8 1
AM3 % 13—

Table 1: Coefficients of the numerical schemes

2 A SECOND ORDER GENERALIZATION OF THE RUSH-LARSEN
SCHEME

Let us consider the following initial value problem,

0y .

= a,;(t, i+ it y), =0,...,N, =1,..., t , T
5t ai(t,y)yi +bi(t,y), n=0 i m te(0,T] W
y’ =y(0).

Upon proper identification of the vectors a and b, this problem represents several cell-membrane mod-
els for cardiac cells, including the Hodgkin-Huxley, the Beeler-Reuter, the Luo-Rudy phase I, the
Winslow and the Courtemanche models [1]. The Rush-Larsen scheme [2] proposed for this kind of
problems reads

. b bP
y?—‘rl:eaiAt(y?"i_i;)_%? n=0,...,N, i=1,....m

& i @
YOZY(O)’

where y" is the approximation of the solution y ("), being t" = At h, T = N At and At > 0 the time
step.

This scheme relies on solving exactly the linearized equation where the coefficients of problem (1) are
frozen at time ¢". Our generalization reads

1 1 1
ylfl*l:y?+h<1>(a?+2h)(a?+2 y?+b7+2), ’I’LZO,...,N, i:l,...,m (3)
y" = y(0);
where -
— T
v ={ 7, @

1 1 . . 1 1 .
and a""2 and b2 are approximations of a(t"*2) and b(t"*2). In particular, we select

1 1
a2 =cja" 4+ a” +qa” !t b 2 =c_ b b + b, n=1,... N

5
a% = c_la_1 + (Co + cl)ao ,b% = C_1b1 + (Co + Cl)bo. ©)

Coefficients c_1, ¢y and c; are selected by forcing these approximations to be exact for both constant
and linear functions (yielding a second order approximation). Notice that for a = 0 and specific choices
for the coefficients c; we recover classical multistep schemes, such as the Forward Euler (FE), the Crank
Nicolson (CN) and the third order Adams-Moulton (AM3) schemes. We call their generalization to the
case a # 0 FE* (the Rush-Larsen scheme), CN*, AM3* respectively (see Tab. 1). In the talk, we will
discuss
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1. consistency, accuracy and zero-stability of the methods;
2. absolute stability;

3. positivity of the solution, which is of paramount relevance in view of the specific applications at
hand.

In particular, we show that these methods are second order accurate at most (Fig. 2) and their absolute
stability properties are better than the ones of the corresponding multistep method (as was already
realized for the Rush Larsen method in comparison with the FE one, see Fig. 1).
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Figure 1: Absolute stability regions for the FE* (left), the AB2* (center) and AM3* methods on the
model problem y' = Ay with A = A\, + A\ a = Ay, b = A\py and N\, = p\, with p a real parameter.

Moreover, we will introduce Predictor Corrector solvers based on the appropriate coupling of an ex-
plicit and implicit methods of the form (3). The comparison between the solution computed by the ex-
plicit and the implicit solvers provide an a-posteriori error estimator suitable for time adaptive schemes.
Numerical results for time adaptive solutions to ionic models in both the monodomain and bidomain
problems will be presented, confirming our theoretical analysis (Fig. 2).

——FE"
—o—AB2*
AB2'-CN,.

Figure 2: Simulation of Luo-Rudy I ionic model with the Monodomain model: Relative error curves
as a function of the average step At, using FE* scheme, AB2* scheme and the time adaptive algorithm
with the AB2*-CN* scheme with PEC approach.

3 DOMAIN DECOMPOSITION METHODS FOR THE COUPLED
MONODOMAIN-BIDOMAIN PROBLEM

A possible approach for reducing computational costs in solving the electrocardiology problem still
with good accuracy is to couple different models with different level of reliability in different part of
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Figure 3: Left: Convergence factor for different matching condition as a function of the frequency
(Fourier analysis). Right: Residual as a function of the iteration in a non-overlapping domain decom-
position method coupling Monodomain and Bidomain problem, with different interface conditions.

the heart. As it is well known, the Monodomain model is computationally affordable and however is
not able to capture some particular features of the problem. On the other hand, the Bidomain model
is assumed to be accurate enough in most of the applications and however it features high computa-
tional costs. In the second part of the talk we will address some preliminary results in coupling the
two problems with domain decomposition techniques. The basic idea is to devise a solver where the
accurate and expensive model is solved in a small region of interest, while the most part of the domain
is described by the monodomain model. The final goal is to have a model adaptive solver, where the
region for the accurate model is automatically selected by an appropriate a-posteriori estimator.

Since the bidomain and the monodomain models are problem with different sizes (the former includes
both the extra-cellular potential u. and the transmembrane one u, the latter only u), the coupling be-
tween the two problems is non standard. In the talk, we will address some preliminary results obtained
in 2D simulations on simple domains, in order to identify the best interface conditions in the numerical
domain decomposition iterations (see Fig. 3 - D=Dirichlet condition, N=Neumann condition,R=Robin
condition).

A Fourier analysis of the method will be presented for estimating convergence rate for different inter-
face conditions. In the particular case of Robin-Robin boundary conditions, which exhibits the best
performances (see Fig. 3 left), Fourier analysis provides also insights on the selection of good parame-
ters for obtaining optimal convergence properties. Extensive comparisons among different approaches,
different mesh size and overlapping vs. non-overlapping methods will be presented.
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ABSTRACT

In order to contribute in the study of the HVMB, a computational model to simulate the behaviour of
the myocardial tissue, mainly based in the fibre, is presented in a computational simplified model of
the HVMB. The results obtained are compared with others works in the literature to conclude that if
the electro-mechanical activation sequence in the myocardium coincides with the path described by the
HVMB the path and the delay observed in the shortening of the fibres are according with the expected
and observed behaviour in real hearts.

Key Words: electro-mechanical activation, myocardium, helical myocardial ventricular band

1 INTRODUCTION

In 1975 the valencian cardiologist F. Torrent-Guasp described the heart as a Helical Ventricular My-
ocardial Band (HVMB) in which “The ventricular myocardium is presented when it is unrolled under
the form of a single big muscular band that, due to its special disposition, describes two cavities in the
intact heart” [7]. It gives a different perspective of the morphology of the heart than the current and
it could explain better and most coherently the propagation of the electrical stimulus which activates
the shortening of the fibres, the complex deformation movement of the heart and maybe an explanation
about understanding the cardiac contraction [8]. Long before the myocardial band had been proposed,
other contributions were described in order to understand the structure and behaviour of the ventricular
architecture.

In order to contribute in the study of the HVMB, a computational model to simulate the behaviour of
the myocardial tissue, mainly based in the fibre, is firstly presented and secondly defined and solved.
The model should be able to describe the morphological particularities of the HVMB which are based
in consider the path described by the band as the preferential path described by the fibres [3]. Finally,
the results are compared with others works in the literature to check which behaviour will be observed
in the myocardium and in the fibres if an activation sequence in the shortening of the fibres is applied
along the path defined by the HVMB, in order to observe if the electro-mechanical activation sequence
of the myocardium follows the path described by the HVMB.
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2 METHODS

The model should be able to describe two aspects of the myocardial tissue:

On one hand it describes an active part due to the fibres. There is an internal electrical stimulus that
activates the contraction of the fibres on a continuum way based on the interaction of (a) the electrical
model that is described using the Aliev and Panfilov equations [1] and (b) the mechanical model that
is described using the rheological model of Hill-Maxwell and is based in the Theory of Huxley of the
sliding filaments and the Cross Bridge model proposed by J. Bestel, F. Ciment and M. Sorine [2].

On the other hand, it describes a passive part due to the connective tissue that controls the deformation
of the tissue and keeps the cardiac fibres all together and is modelled as a three-dimensional continuum
element formulated with the Finite Element Method as an isoparametric hexahedrical element of 8
nodes [4].

The interaction of the Active Part and the Passive Part in the model generates the following governing
equation:

pi — Va = 0; g:gp—i—o’aQ@Q (1)
Where o), is the passive stress of the connective tissue generated by the action potential u(t) and g, is
the active stress due to the contraction of the fibre. A mathematical model for the blood pressure based
on the Windkessel model is included and the boundary conditions describing the behaviour of certain
fixed points observed in real images are also included.

The geometry of the HVMB is defined starting from medical images and graphic reconstruction tech-
niques in order to obtain a model simplification of the band and the equations are solved in a simpli-
fied HVMB continuum model meshed with 400 eight-node hexahedrical elements and 15 fibres inside
meshed each with 50 two-node fibre elements (Figure 1). Propagation along the fibres of u(t) is gen-
erated in the starting point of the right segment in order to force it to follow the path described by the
band and finish in the ascendant segment. A propagated deformation following the same path of the
stimulus, which in this case is along the fibre, is obtained (Figure 2). In the geometrical model, the path
described by the fibres coincides with the path described by the band, as some authors propose: the
propagation along the HVMB can be studied as the propagation along the fibres.

3 RESULTS

A mapping propagation of mechanical activation in the paced heart with MRI tagging was done by
Wyman [9] in order to evaluate noninvasively the mechanical activation. The mapping was done in the
left ventricles (LV) whereas seven canine hearts were paced in situ from different sites: the base of the

Basal loop . Apical loop

(a) HVMB obtained from the myocardium (b) Silicon and computational
model of the HVYMB

Figure 1: Helical Ventricular Myocardial Band
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Figure 2: Evolution of the different values along the time and along the fibres

left ventricle free wall (LVb) and the right ventricular apex (RVa) The propagation of this pacing along
the myocardium was observed. The procedure is reproduced with the same conditions and with the
same pacing protocols in the computational model. The Figures 3(a), (b) and (c) and 3(d), (e) and (f)
shows that the activation time observed in the MRI described above coincide with the activation time in
each part of the HVMB model taking into account that in the figures proposed by Wyman, the starting
point of the activation is in blue and the final point in yellow (medium times in red and orange) and in
the figures obtained here the colour scale ranges from blue to red (medium times between green, yellow
and orange) and that in a Bull’s eye the center corresponds to the apical part and the perimeter to the
basal part. The correlation of results could demonstrate that the path followed by the propagation of
u(t) coincides with the same path described by the myocardial band.

1) 1

(a) Basal part of (b) Apical part (c) Bull’s-eye (d) Basal part of (e) Apical part of (f) Bull’s-eye
the LV of the LV map by Wyman  the LV the LV map by Wyman

Figure 3: LVb (a, b, ¢) and RVa (d, e, /) pacing in the simplified model of the myocardial band

To observe the shortening of the fibres, firstly, in the simulation of the contraction of the fibres can
be observed that the time spent by the band in doing the contraction and the relaxation is longer than
the time spent by the propagation of u(t) (Figure 4). This phenomenon can be explained taking into
account that the activation time of the action potential does not coincide with the starting time of the
contraction and, in addition, that the relaxation time caused by the contraction of the fibre is longer
than the depolarization time of the activation of the fibre. It coincides with the observations done, for
example, by Saunders studying the electric activity and mechanical contraction of frog sartorius muscle
and frog cardiac muscle [5]. Secondly, in the same simulation of the contraction of the fibres is also
observed that the different fibres are shortening in different instant of time depending on its position in
the myocardium. In the case of the model it is due because the activation sequence is forced to follow
the path described by the HVMB. The fibres analysed in the Figure 4 are situated in different points
of the HVYMB and, consequently, their activation and contraction appear in different instants of time
following the path of the band.

But if the shortening of the fibres is compared with an integrated overview of the left ventricular me-
chanical sequence, done by Sengupta [6] in which is investigated whether the onset and progression of
regional left ventricular shortening and lengthening parallel the apex-to-base differences in depolariza-
tion and repolarisation, the same behaviour is observed in the shortening of the fibres and in the order
of the activation sequence along the myocardial walls.
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Figure 4: Delay between the action potential u(t) and the fibre strain ¢ . in different fibres situated in different
positions of the myocardium

4 DISCUSSION

The main idea obtained in this work is that the path followed by the propagation of the action potential
could coincide with the same path described by the myocardial band because the observations in the
earlier studies coincide with the results obtained in the simulation of the simplified model of the HVMB.
When the myocardium is electrically activated, the propagation of u(t) follows the path described by the
preferential fibre direction, which coincides with the path described by the HVMB, as can be observed
in the comparison of the results obtained with the observations of Wyman. When a shortening sequence
is simulated, forcing the fibres to follow the path described by the band, the generated deformation in
each fibre describes a delay in the shortening of the fibres depending on its position in the band. This
behaviour coincides with the observations done by Sengupta about the mechanical sequence of the
myocardium without consider the HVMB morphology.

As a consequence, it can be understood that the results obtained in this simulation agree (in a qualitative
way) with the expected results and it can be concluded that if the electro-mechanical activation sequence
in the myocardium coincides with the path described by the Helical Ventricular Myocardial Band, the
path and the delay observed in the shortening of the fibres are according with the expected and observed
behaviour in real hearts.
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ABSTRACT

The purpose of this study was to investigate the capability of a 16-channel Magnetic Induction
Tomography configuration for imaging haemorrhagic cerebral stroke. An anatomically-realistic, multi-
layered, head model comprising 12 tissues was used to simulate the human head. A commercial Finite-
Element (FE) package (Comsol) employing edge elements was used to solve the eddy-current problem and
compute the response field measured due to the stroke. Tikhonov regularization was then employed to
solve the ill-posed linearized inverse problem and reconstruct an image of the stroke. The results reveal that
a large, peripheral stroke saturated with 75% blood, may be imaged using the 16-channel MIT system.

Key Words: FE modelling, magnetic induction tomography, cerebral stroke.

1. INTRODUCTION

Magnetic induction tomography (MIT) is a non-invasive imaging modality which is used for imaging the
internal distribution of the electrical conductivity of an object such as biological tissues [1]. An alternating
magnetic field is applied to the object under investigation. This induces eddy currents which generate a
secondary magnetic field which depends on the conductive properties of the object. The secondary field is
the