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Preface

We are delighted to announce that 2011 International Conference on Mechanical, Industrial, and
Manufacturing Engineering (MIME2011) will be held in Australia, Melbourne, from 15 to 16 January,
2011.

The goal of MIME 2011 is to bring together the researchers from academia and industry as well as
practitioners to share ideas, problems and solutions relating to the multifaceted aspects of Mechanical,
Industrial, and Manufacturing Engineering. We are pleased to invite authors to submit their papers to
MIME 2011, addressing issues that serve present and future development of the field.

2011 International Conference on Mechanical, Industrial, and Manufacturing Engineering (MIME2011)
offers a wide variety of technical targeted at Mechanical, Industrial, and Manufacturing Engineering
theoreticians and practitioners, including: formal paper sessions, tutorials, panel sessions, case studies,
and a lecture series. Authors are invited to submit original, unpublished papers describing recent work in
the field of test and design. In addition, authors are invited to submit practical, industry best practices to
be included in application/lecture series sessions. Submissions simultaneously under review or accepted
by another conference, symposium or journal, will be rejected. This year, we received about 420
submissions. Every paper was reviewed by three program committee members and about 140 were
selected as regular papers for MIME 2011, representing a 33% percent acceptance rate for regular papers.

2011 International Conference on Mechanical, Industrial, and Manufacturing Engineering (MIME2011)
is co-sponsored by Singapore Management University, Huazhong Normal University, Wuhan Institute of
Technology and Information Engineering Research Institute.

We would like to thank the program chairs, organization staff, and the members of the program
committees for their hard work. Special thanks go to IERI Publisher.

We hope that MIME 2011 will be successful and enjoyable to all participants. We look forward to seeing
all of you next year at the MIME 2012.

January, 2011
Ming Ma, Singapore Management University, Singapore
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Abstract - Spares inventory management differs from other
manufacturing inventory managements, mainly due to its
specialists in function with maintenance. So far, enormous
attention has been paid by standing on spares’ manufacturing
factories, sales companies, end users’ purchasing departments, or
maintenance engineers, separately. However, not only “bullwhip
effect” in forecasting spares demands, but also deteriorated
relationships among the spares supply chains have shown that,
spares optimization strategies with isolated consideration could
only bring short-term or partial improvements. In this paper,
the spares demand system with consideration of integration
management is promoted, the new Solid-Net relationships among
four main components are elaborated. Then, the root causes of
ineffective in spares demand system are analyzed. Also, distinct
optimization policies are illustrated. What’s more, successful
stories in practice are cited.

Index Terms - Systems Engineering ; Maintenance; Spares
parts , Inventory Optimization Management

I. INTRODUCTION

Spares inventory management differs from both work-in-
process (WIP) inventory management and finished product
inventories, mainly due to its unique aspects in function with
maintenance (see [1]-[3]). Recent researchers (see [4]-[8], and
references therein) have shown that relative achievements
regarding spares optimization mainly focus on three aspects:
1) spares classification optimization; 2) spares forecasting
optimization; 3) spares inventory strategies optimization.

During the above studies, two standing points are
identified: one is the end users, where spare parts are
consumed (including maintenance departments or purchase
departments in the factories); the other is suppliers, from
where spares are supplied (including the sales companies or
spares’ manufacture factories). Regarding the former, research
achievements are mainly focusing on that how to get balance
between losses of stock-out and costs of keeping stock. For
the latter, how to enhance spares supply chains’ effectiveness
is followed with great interest.

However, in practice, the most common situations are: 1)
when end users optimize their own spares’ demanding
forecasting results, pressures often come out from not only the
uncertainty regarding the equipments’ running situations, but
also suppliers’ capability to supply the “right item” at “right
place” and “right time”; 2) when suppliers optimize their
spares supply chains separately, “fire-fighting” orders or
“bullwhip effect” may also made it hard to reach their
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business goals. In another words, any isolated optimization
will be easily influenced by “stakeholders”.

To deal with above problems, end users begin to show

emphasis on their ERP or CMMS systems. Meanwhile,
innovative inventory management patterns come up for
suppliers, including Zero Inventories, Joint Management
Inventory (JMI), Vendor Management Inventory (VMI),
Collaborative Planning Forecasting and Replenishment
(CPFR), and the like. Although such efforts sometime seem to
be effective, seen from more and more spares in warehouses
and the more and more deteriorated relationships among
suppliers, inspections have shown that, spares optimization
strategies with isolated consideration could only bring short-
term or partial improvements. After all, each one’s business
goals are different and they primarily prefer to fit for their
own goal. Additionally, sometimes the root causes are more
complex than one can imagine. Integrated ideas should be
paid attention to in the future whatever in theatrical researches
or in practices. Those are also the reasons why the authors
promote spares integrated demand system here.
The paper is organized as follows: first, the spares demand
system with consideration of integration management is
promoted; second, relationships among four main components
are elaborated; then, the root causes of ineffective in such
systems are analysed; finally, distinct optimization policies are
illustrated for integrated spares demand system. Also,
successful stories in practice are cited.

Il. SPARES DEMAND SYSTEM

A.  Components in Concept Model
During spare parts’ lifetime cycles, they will experience
several stages, e.g.: manufactured, for sale, stocked, in use,
maintenance, obsolescence. In figl, the traditional and the
simplest relationships are high lightly , there are four main
components in spares demand systems: 1) manufacturing
factories (“M”); 2) sales companies (including distributors,
“S”); 3) end users’ purchasing departments (“P”); 4)
maintenance engineers (equipment departments of end users,
“E™). Their connections can be shown from the perspective of
a “pull process” and a “push process” in the spares demand
system.
® Seen from a simplified “pull process”: To ensure the
running of equipments, E submit spares applications to P
through work orders or other purchasing lists; After
surmising applications from different maintenance
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departments, P organize purchasing and buy spares from
S; Then, S purchases spares from M and M produce
spares based on orders and forecasting at markets. In
such a process, the ideal situation is: there are only WIP
or spares on the way, where the costs of keeping stock
are low. However, due to uncertainty and also very long
lead times, the spares waiting time in the whole system
may be very long, and the risk for stock-out is very high.
So, such a pull process usually fit spares whose
criticality is relative low on site.

® Contrary by considering a simplified “push process”: M
produce spares based on forecasting of markets” demand.
In case of stock-out, and considering the uncertainty of
lead time, the forecasting results are often exaggerated,
and spares inventory formed in M’s warehouse. At the
same time, S often buys spares from M ahead of time, in
order to achieve quick response to customer’s needs, by
which to enhance competitive power. For end users, no
body knows the exact time of when and how many
spares are needed, and no body would like to be
responsible for the loss caused by spares stock-out,
especially for critical spares, which have verified the
spares’ specialists. So, P purchases spares from S ahead
of time. Also, for most situations, M will apply their
needs ahead of time from P in case of stock-out, where
the spares inventory may also be formed on site. At such
a process, we can also say that, spares inventory exists
naturally mainly because of spares’ uncertain forecasting
quality as well as uncertain purchasing lead times. Due
to multiple channels which M, S, P and E all have to face
to, the situations are more complex in practice. Those
can be also viewed as the root causes of the whole spares
demand systems’ un-robustness, and the root causes of
wasting in system.

Multi-Purchase Multi-Spares

channels demands channels

» v

Maintenance Purchasing

Department Department
& & Tt

(Inventory ) (Inventory )
Spare parts

v (Inventory) CInventory)

Multi-Spares demands
for maintenance

Manufacture @&y - Sales company
factory CIncluding distributors, et al)

9 - -

» « » ‘“
Multi-end users Multi-sales Multl-man\.Jfacture Multi-end users
channels factories

Fig. 1 Components for Spares Demand System

B. The Solid-Net Relationships

In the above spares demand system, the components’
connections should not solely be described as “chains”. The
first reason is that, those components compose the nets
structure by many chains (shown in Fig.1). The second reason

is that, those nets are not only plain but also solid (shown in
Fig.2).

Relationships  between sales company and
Maintenance Department— — Nowadays, more and
more end users transfer partial or full risk to sales
company through different kinds of purchase contracts
such as “long-time service”, “Zero Inventory”, VMI, or
CPFR. Due to high competing pressures, most sales
companies have to accept such inventory risks. In this
situation, more exact forecasting render lower capital
occupied risk. On the other hand, many sales companies
with competence may often supply back-market services
for maintenance department, such as spare parts’
choosing, quality tracking, and condition monitor service
and other relative maintenance services. Such services
have influences on maintenance engineers’ suggestions
submitted to purchase departments regarding on
purchase decisions, such as which suppliers to choose.
Relationships between Manufacturing factory and
Maintenance Department— — Spares manufacturing
factories need to improve its products, based on end
users’ feedback. This means that, maintenance engineers
should reflect the spares performance information to both
manufacturing factories and sales companies, to support
spares decision making. Additionally, the manufacturing
factories have responsibility for conducting end users’
spares usage.

Net Relationships in spares demand system — —
Although for some spares manufacturing factories (such
as SKF, ABB, GE), communicating with end users
(' including maintenance engineers and purchase
departments) are common, different departments have
different work scopes and power styles. However, it is
very common to view the existence at two basic demand
chains in such spares demand systems. One is E-P-S; the
other is E-S-M. Moreover, these two chains form the
demand closed loop system E-P-S-M-E.

Solid Relationships in spares demand system —— In
real world, the complexity situation is far more than
imagination. Usually, for one kind of spares, the
manufacturing factory serves several sales companies
and several end users. One Sales Company has to face
several manufacturing factories and several end users.
What’s more, for spares with the same functionality,
purchasing departments have to choose suppliers through
several channels and consider several equipments’
maintenance needs. At the same time, maintenance
departments achieve their forecasting results based on
several equipments’ needs. Nowadays, advanced spares
strategies, such as VMI, JMI, and CPFR, become more
and more popular. So, solid relationships exist in spares
demand system. For instance, as seen in Fig.2, sales
company A, under the VMI strategy for example, may
serve end user B and have relationships with B’s
maintenance department and purchase department. Under
the CPFR strategy, sales company A may form a union



with sales company B and several other sales companies.
Under the JMI strategy, end user A may also have
relationship with end user B. Too many to be listed here;
however, it is easy to find solid relationships in spares
demand system.

factory B =

Maintenance
Department B

Purchasing
Department B

Sales
» Company B

A

Maintenance
Deparsuent A
s gl P >

> )
\ v
e

< Sales
>
factory A > Company A

N

Purchasing
Department A

Fig. 2 Solid-Net Relationships among components in spares demand system *
*Note: the solid-net shown here is just a part for the whole system, as well as the relationships
shown here are also a part.
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Il. INEFFECTIVENESS IN SPARES DEMAND SYSTEM

A. ’Bullwhip effect” in Spares Demand System

As shown above, spares inventories exist widely in
manufacturing factories, sales companies, end users’
purchasing departments and maintenance departments.
Meanwhile  spares inventory exist with  different
considerations. The root cause is to reduce spares stock-out
risk. As an example, manufacturing factory wants to avoid
stock-out for market’s needs, the sales company wants to
avoid stock-out for end user’s needs, purchase department
wants to avoid stock-out for maintenance, and the
maintenance department wants to avoid stock-out for
maintenance tasks.

In order to reduce the loss caused by stock-out, demand
information is naturally exaggerated from one level to another,
and that is how the “bullwhip effect” occurs. In
correspondence, asset efficiency is low in spares demand
system. From the point view of maintenance engineers, they
hope to keep their spares with enough categories and
quantities. In contrast, purchase department hope to reduce the
cost of keeping spares. From the sales company’s point view,
they hope to enhance circulation rate. In a contrary manner,
the manufacturing factories hope to sell more to sales
company, especially for those with slow moving speed. The
true example is that, some manufacturing factories will ask
their distributors to buy more spares violently, to reduce its
own stock level. To avoid the loss due to “bullwhip effect”,
components in spares demand system may consider many
strategies to reduce others’ influences, which may lead
relationships becoming continually worse and worse. For
example, one end user’s equipment department may deliver
spares from purchase department before some account time, in
case that the budget will be reduced in the next account
period. Commercial bribery may occur to enhance end users’
purchase quantities. Also manufacturing factories may ask
sales companies (their distributors, et. al) unfairly to stock
more than needed. It is a vicious cycle.

B. CRMin Spares Demand System

From the customer relationship management (CRM)’s
view point, all components may be viewed as customers of
each other. It means that, as soon as all components are being
satisfied with each other, good relationships value will be
enhanced in such a system. Unless the enhanced relationships
are achieved, the whole system will become more and more
stable. In another words, unless all components’ spares
inventory is optimized, the whole demand system can get
stable.

From the view point of spares inventory management,
any kind of inventory problem, for any component, may lead
to dissatisfaction in itself. So, everyone aims to optimize it
own spare inventory. For example, maintenance department
hope to ensure the spares’ maintenance needs, and avoid
stocking useless spares or lead to budget’s constricts. The
purchase department hopes their money will be used to do the
best shot with best gun, promote the inventory cycle rate, and
avoid money kept in inventory. The sales company hopes that
their inventory structure become logical, in case they have to
care much on unfair competition and even clearing stocks.
The manufacturing factory hope to get more exact forecasting,
in case of oversupply. Whichever unexpected thing happens,
the relationships among components will become worse, and
the relationships’ value will be reduced step by step. Above
things support again that, any isolated optimization has only
short-term or partial effectiveness.

I11. INTEGRATED OPTIMIZATION POLICIES IN SPARES DEMAND
SYSTEM

Due to the components’ solid-net relationships, all
optimization policies should be considered with integration
thinking. In another word, the focus is, how to optimize spares
inventory for all components in the whole system with
consideration of integration management, by utilizing
associations. In this section, the authors try to promote four
main ways.

A. Integrated Classification Optimization

Scientific classification at spare parts is the first key point
for optimization. One problem which may be easily neglected
is the insufficient consideration for influence factors, which
should be considered. In traditional classification methods, for
example, sales companies may divide spares into different
categories only by inspecting the profits that can be brought to
them, or ordered frequency. Few one know the spares
maintenance strategies when they are used on site. For
instance, the spares life times can be enormously different
under different maintenance strategies, which means, the
consuming rate is different even for the same spares equipped
on the same equipments. Another example is, for end users,
besides spares’ costs and critical aspects, characters regarding
on purchasing and maintenance should also be considered.
Sometimes, spares’ lead time may be as long as 24 months,
even longer, which should be paid much attention to (if that, it
should be viewed as critical spares even if the loss of stock-
out will be not that high). Spares with different classifications



should be set up with different strategies. The earlier an
integrated point is considered, the more likely scientific spares
inventory strategies can be made.

B. Integrated Demand Forecasting Optimization

To reduce the “bullwhip effect”, one of the most
important things is to improve the forecasting ability for all
components.
® Spares have connections with equipments. To improve

forecasting ability, maintenance departments should

control comprehensive running information of all
equipment. The forecasting results should include
max/min quantities, safe quantities, order quantities per
time, and the like.

® Work emphasis for purchasing department is to integrate
spares demand information that become available from
different sources. To choose suitable suppliers and to
achieve best order strategies for all kinds of spares are
also important.

® The sales company has to effectively forecast its orders
from the market, and integrate the demand information
for each kind of spare.

® The manufacturing factory should know the true needs of
the end users’ in order to arrange production.

Know yourself and know your enemy, victory is assured.
Obviously, improving only each component’s own forecasting
ability is not enough. All should understand the root cause of
spares inventory, and then, exact forecasting results will be
got step by step.

C. Management Pattern Optimization Based On Integrated
Information

Information sharing is another important factor. Based on
information sharing, maintenance department have to monitor
the running conditions of spares and equipments. Based on
information sharing, purchasing department have to get
feedback on spares usage information, lead time for suppliers,
price discount information, purchasing channels information,
and the like. With integrated information, sales companies
have to control feedback from end users, lead time for
produce and price discount information from manufacture
factories. Especially, for those end users with whom “Zero
Inventory” agreements are signed, information sharing is a
key. With the help of information sharing, manufacturing
factories can get both feedbacks from both end users and
market. This in turn will enhance the integrated ability for
multi-end users and multi-sales companies. In spares demand
system, management information systems (MIS)” utilization is
very important. Some successfully implemented MIS,
including EAM and ERP, have already proved their
tremendous value. Such information systems’ successful
running will set up the base for the whole spares demand
systems’ optimization.

D. Integrated Supply Chain Optimization

The supply chains’ optimization can not be neglected
neither. From the integrated view point: how to make spares
safe inventory? Which kind of spares fit for VMI or IMI
strategies? How to choose different suppliers for different

kinds of spares? For all components in spares demand system,
how to make scientific supply chain strategies with
consideration of integration management is another pivotal
thing for achieving the whole system’s optimization.

IV. EXAMPLE

Fortunately, for some famous manufacturing factories,
decision makers begin to realize the importance of considering
integration in spares decision making. Successful stories in
real world are not alone. For example, for some novel
traditional manufacture factories (such as SKF, ABB, et al),
special asset management service departments have been set
up, to help their end users and sales companies to improve
spares management level. The service businesses usually
include helping them manage spares data, teaching them how
to use scientific forecasting methods, as well as how to make
strategies for different spares, even how to set up inspection
routines. On the other hand, many manufacturing factories
begin to implement uniform inventory systems with their
distributors. By above ways, information could be shared
among all components. As discussed above, the efficiency of
the whole spares demand system can be enhanced.

V. CONCLUSIONS

In spares demand system, there are four main
components: manufacturing factories, sales companies, end
users’ purchasing departments, and maintenance departments.
In this system, isolated spares optimization strategies could
only bring short-term or partial improvements for each
component. In future studies, all optimization strategies
should be made with consideration of integration
management.
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Abstract - Objective: To evaluate the application and character-
istics of anatomy and medical imaging in observing atlanto-axial
joint (AAJ) and related structures. Methods: Eight cadaveric
specimens of AAJ segment were studied with both anatomical
and imaging methods. Vertebral arteries of AAJ segment (VA-
A) , the first, second cervical nerve (CN1, CN2) and synovial fold
(SF) of AAJ were observed and measured. Results: After
extending from vertebral canal, CN1 goes between the posterior
arch of atlas and VA-A, and CN2 passes between the posterior
arch of the atlas and axis, and is posterior to VA-A. Among the 8
cases, 6 were found the SF in central anterior AAJ and 5 in
lateral. VA-A goes along the AAJ with 4 curves, of which the
second and fourth are away from the bone structure. The
distance from CN1, CN2 to VA-A and that from the second,
fourth curve of VA-A to AAJ is 0.0-2.2mm, 0.0-3.6mm and 0.0-
4.8mm, 2.0-7.9mm respectively. There is no significant difference
between the measurements of anatomical and imaging method (P
> 0.05). Conclusion: Anatomical method has advantages in
obseving the CN and SF, while imaging method shows clearly
and directly the VA-A and AAJ. Both are mutually
complementary with consistent measurements. The combined
use of the two provides a new way to study the complicated
anatomy.

Keywords —Atlanto-axial joint; Relational structure; Medical
imaging; Anatomy

I. INTRODUCTION

Atlanto-axial joints (AAJ) and related structures connect
the head and neck with important functions and complicated
anatomy. Recently there are lots of literatures studying about
atlanto-axial joint (AAJ) and vertebral artery at the AAJ (VA-
A) [1-5]. To our knowledge, combination of anatomical and
imaging method to study the anatomy of AAJ, VA-A, the
first and second cervical nerve (CN1, CN2), synovial fold (SF)
and their relations has not been reported. In this study, we
combine the both methods to observe those structures on the
specimens of cadaveric AAJ segmental and hope to provide
an detailed anatomy for clinical diagnosis and surgery.

II. MATERIAL AND METHODS
A.  Ascertaining the sample number

According to the principle of reproducibility, researchers
set the probability of type I error with the a = 0.05, type II
error

* This work is supported by National Natural Science Foundation
(30870690), China.
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with the B = 0.1, the differentiating measurement with 0.5 mm,
the standard deviation with 0.25 mm- 0.5 mm and have the
paired t test. Calculating the experimental sample numbers or
looking for the T table, 5-13 cases of sample are demanded. In
our study, 8 cases cadaveric specimens of AAJ were used.

B. Marking and preparing specimen

Eight cadaveric specimens of AAJ with the surrounding
ligaments, VA-A, CN1 and CN2 were chosen. Firstly, the VA
was marked using interventional guide wires or red latex liquid
containing 30% Urografin, then holes were drilled respectively
from the medial aspect of occipital bone to bilateral atlanto-
occipital joint, and from the centrum, spinous process of 3 or 4
cervical vertebrae to that of the second cervical vertebrae.
Non-metallic materials and epoxy resin (for avoiding artifacts
of CT and MRI scan) were used to fix the specimens.
Measurement tools include the vernier caliper, compass,
dissecting instrument and so on.

C. Examination methods

CT scan with 64-multi-detector row spiral CT (64-MSCT,
Light Speed VCT, GE Corporation, USA) was performed.
Scanning parameters were thickness of 0.625 mm, increment
of 0.3mm and of pitch 0.984. Scanning area covered the
whole specimen. MRI scan with 1.5T MRI (HD propeller, GE
Corporation, USA) was performed when AAJ specimen box
was put along with water model (available weight) for scan
and cardiac coil was chosen. parameters include the checking
sequences of FIESTA, FOV of 14 cm x 14 cm, reverse angle
of 73 degrees, TR =4, TE = 1, FL=60, NEX = 4, BW=41.67,
THK / SP = 2.0/-1.0; or the checking sequences of 3DSPGRE,
FOV of 14 cm x 14 cm, TR = 10, TE = 5, NEC = 1, FL: 20,
TI=350, THK /SP =1.4/-0.7, BW = 15.63.
D. Imaging process and structures
measurement

Three-dimensional (3D) imaging with image data of CT or
MRI was performed on the workstation (Advantage
workstation 4.2, GE Corporation, USA). Imaging methods
were volume rendering (VR), maximum density projection
(MIP) and multi-planar reformation (MPR). On these images,
the AAJ and related structures were observed and measured
with anatomy and medical imaging respectively. The contents

observation or
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include the size of SF, the features of VA and the distance
between CN1, CN2, AAJ to VA-A. Statistical comparisons
were made with paired t test on the measurements between
anatomy and medical imaging, the t and P values were
calculated.

III. RESULTS

Anatomical method clearly demonstrated that the CN1
goes between posterior arch of atlas and VA-A, CN2 between
the posterior arch of the atlas and axis, behind the VA (Fig.1,
2). In the course of VA-A with 4 curves, there were two
apparent curves away from the AAJ, one (VA-AC2) is on the
side of AAJ space, the other (VA-AC4) on the posterior arch
of the atlas. In the 8 specimens, there were 6 cases with SF in
central anterior AAJ, 5 in lateral AAJ (Fig.3) and none in
posterior AAJ. Imaging method clearly and globally showed
the course of VA-A, adjacent ligaments, CN2 and the relations
between AAJ and VA-A (Fig. 4-6), whereas it can not clearly
show the CN1 and SF. Anatomical and imaging observations
or measurements were listed (Table 1,2). The distance from
CN2 to VA-AC2 is 0.0-3.6 mm, from AAJ to VA-AC2, VA-
AC4 is 0.0-4.8 mm and 2.0-7.9 mm respectively. There is no
significant difference between the measurements of anatomical
and imaging method (P>>0.05).

IV. DISCUSSION
A. Studying significance

Observing the AAJ, VA-A and relational structures is
important for the surgery. Anatomical and imaging methods
have own advantages respectively. Anatomical method is
propitious to observe the detailed anatomy of CN and SF,
while imaging method has advantages on displaying the
structure of AAJ, VA-A and their spatial loction [5-8]. The
combined use of the two can provides reliable anatomical basis
and found a new study method, which can judge the abnormal
structures and functions of AAJ and VA. It helps discuss the
pathogenesis of related diseases and look for the new methods
of treatment. In additional, to clarify the 3D-relations between
AAJ and VA or adjacent structures can enrich the contents of
the regional anatomy, and improve the accuracy or safety of
surgery [9-13].

B. Advantages of imaging methods

Medical imaging can show the VA, atlas, axis and other
structures respectively. MRI can show the ligaments, CN and
joint capsule. CT 3D-imaging can show the course of VA as
clearly as DSA does and the bone structures of atlas or axis as
vividly as the bone specimens. In the 3D-imaging, VR
technique is common use and have been widely used in
imaging diagnosis, it can show independently or jointly the
AAJ, VA-A or the atlas, epistropheus with different color or
transparency based on the techniques of separating, fusing,
opacifying and false-coloring, and displayed the relations
between superficial and deep structures [8]. At the same time,
3D imaging with combining the technologies of cutting,
adding or deleting structure can ensure to show clearly the
observing objects. In addition, imaging data can be used

repeatedly and observed or analyzed by other doctors. All
these will improve the diagnosis accuracy of the variations or
lesions of AAJ and VA [7-9].

Fig.l1 The posterior view observing the relations between VA-AC4 and
CNI1,VA-AC2 and CN2 (the black arrow and labels) .

Fig.2 The lateral view observing the relations between VA-AC4 and
CNI1,VA-AC2 and CN2 (the black arrow and labels) .



Fig.3 SF in lateral AAJ (the white arrow and labels).

Fig.5
arrow and labels).

MRI image showing the relation between VA and CN2 (the white

alar ligament

apical dental ligament

r'd

i

cruciate ligaments

Fig.4 MRI image showing the adjacent ligaments in AAJ (the white arrow

and labels).

Fig.6 CT 3D-image showing the course of VA marked by interventional
guide wires (the white arrow and labels).

TABLE | . MEASUREMENTS OF 8 SPECIMENS WITH IMAGING AND ANATOMICAL METHODS

Measurement methods Imaging (mm) Anatomical (mm) t P
Distance of CN1-VA-AC4 — 0.0-2.2 — -
Distance of CN2-VA-AC2 0.0-3.5 0.0-3.6

*
(1.46+1.22) (1.56+1.16) 0.442 0.665
Distance of VAC4-AAJ 2.1-7.8 2.0-7.9
*
(4.56+2.08) (45122.06) 0230 0821
Distance of VAC2-AAJ 0.0-4.8 0.0-4.7
%
(2.83+1.34) (2.83+1.32) 0.000 1000
Size of SF in lateral AAJ — 2.2-55 — —
Size of SF in anterior AAJ — 1.5-43 — —
Note: "—" represent no measurement because of displaying unclear; ~ P > 0.05.

TABLE II. COMPARISON OF SHOWING THE STRUCTURES WITH IMAGING AND ANATOMICAL METHODS.

Observation methods Imaging Anatomical
CT MRI
DISTANCE OF CN1-VA UNCLEAR LESS CLEAR MORE CLEAR
DISTANCE OF CN -VA LESS CLEAR CLEAR MORE CLEAR
DISTANCE OF VAC1-AAJ MORE CLEAR CLEAR CLEAR
DISTANCE OF VAC2-AAJ MORE CLEAR CLEAR CLEAR
SIZE OF SF IN AAJ UNCLEAR LESS CLEAR MORE CLEAR
JOINT SPACES OF AAJ MORE CLEAR CLEAR CLEAR




C. Comparison of anatomical and imaging methods

Anatomical method was superior to the imaging on
observing the detailed anatomy of AAJ, such as the size and
shape of SF, ligaments, CN and so on. However, it was less
clear to show the whole course of VA and the relations to AAJ.
Its measurement accuracy is subject to other factors, which is
not only form the subjective of researcher, but also from the
objective of measuring instruments. Imaging method was
superior to the anatomical on showing the bony structure, the
course of VA-A and their correlation due to three-dimensional
views, and without the shelter from the other structures.
However, it distinguishes some detailed anatomy less clearly.
Of course, the combination of two methods was used, it will
increase the contents of the regional anatomy, as well as extend
the baisc study ranges of medical imaging.

D. New exploration of anatomical research

Combining both anatomical and imaging methods will
improve to study ability of AAJ and adjacent structures due to
their mutual complementary in displaying related structures or
functions. Regional anatomy can observe the tiny structures,
while imaging method with 2D- or 3D-imaging of CT or MRI
can show not only their sectional anatomy, but also the whole
and relations of the complex structures. 3D-imaging can
overcome drawbacks of structures overlapping and realizeb
individually “non-invasive anatomy in vivo” for surgery. To
our knowledge, combining both anatomical and imaging
methods in studying AAJ and adjacent structure has not been
reported, it will promote the anatomical studies and provide a
new approach on the basic research of medical imaging.
Comparing with regional anatomy, it has following advantages:
@ displaying accurately the tiny anatomy and the whole
relation between the deep and shallow structures. @ Observing
the sectional anatomy and 3D anatomy in vivo. @) providing
detailed preoperative anatomy for interventional radiology or
surgery [12,13].

E. Clinical value

Anatomical and imaging methods can clearly show AAJ
and adjacent structures, they give a anatomical basis for
diagnosing and treating related the diseases of AAJ and VA.
Anatomical research about the SF may provide an anatomical
basis for the pathogenesis of atlanto-axial dislocation [14]. 3D-
imaging show the course of VA and related variation can give a
solid support for the choice of treating methods and safety of
operation, it has important studing significance on the clinical
medicine. There are lots of treatment way for vertebro-basilar
artery stenosis and occlusion, but it is very important to know
the detailed anatomy of VA and the relationship with adjacent
structures before operation. This study clarified the values of
anatomical and imaging methods in showing AAJ and adjacent
structures with accurate measurements. Combination of two
research methods will have important value of studying on the
applied anatomy, and form a new study method on the the
complex anthropotomy [9-15].
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Abstract: As an emerging technology, Internet of Things has
been caused attention by domestic academia and industry. This paper
introduces the basic concepts and development process of Internet of
Things; then introduces its architecture, focuses on the features
dissertation of each network layer; in this paper, the key technologies
of Internet of Things are studied and discussed; finally, the
development of its future prospects.
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|. INTRODUCTION

The concept "Internet of Things (I0T)" war proposed
in 1999 by EPCglobal, EPCglobal Joint more than 100
organizations and companies to establish alliances for the
research and development 10T. Once been put forth, this
concept got great concern by the United States. Since then,
researchers around the world expand research gather
around the theme of 10T, and IOT was hailed as a new
opportunity with historical development of the times given.

IOT is a network concept for the purpose of
perception of the physical world; it is a dynamic distributed
intelligent multi-sensor collaborative awareness system
which integrated communication networks, sensors,
microelectronics, micro-nano technology and other fields.
Through RFID, infrared sensors, GPS, laser scanners and
other information sensing device, 10T enables
interconnection, information exchange and data
communications between any item according to protocol
agreed. 10T is designed to meet the intelligent positioning,
tracking, monitoring and management needs.

Using RFID, data communications and other
technologies, Internet-based IOT forms a network covering
the integration of everything in the world; all things in the
network can automatically identify and information enable
share to achieve mutual “exchange" without human
intervention. Compared with the Internet, IOT expands
client to any goods and articles. It is connected to the
reality of the physical world, through integrated the "real
things in the world" and "virtual Internet" into a same
network, to achieve "Internet of Things".
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1. HISTORY OF INTERNET OF THINGS

General definition of IOT is that, through RFID
technology, sensors, GPS, laser scanners and other
equipment, according to the agreed protocol, after
connected to the wireless network through interfaces, items
can communicate and exchange information with each
other. 10T is a large network with intelligent identification,
location, tracking, monitoring and management needs.

From August 2009 that "Experience China" concept,
to clear the sensor network, the Internet of Things into the
range of strategic and emerging industries, within a few
months, Premier Wen Jiabao has three times to make the
development of IOT instructions, indicating that Internet of
Things technology and information network industry in the
emerging industries of strategic importance which occupies
a key place. November 2005, World Summit of
Information Society (WSIS) held in Tunis and issued a
"ITU Internet Reports 2005: Internet of Things", the report
pointed out that “Internet of Things" communication era
coming; The end of 2008, IBM CEO Sam Palmisano for
the first time proposed "the wisdom of the Earth" concept,
that is, embedded sensors and equipment to all corners of
the world's power grids, railways and other objects, and
with the idea of "cloud computing™ integration, formatted
"Internet of Things "; January 2009, U.S. President Barack
Obama make the IBM "wisdom of the Earth™" concept rose
to U.S. national strategy (he proposed new government
invest in new generation of intelligent infrastructure);
August 2009, Premier Wen Jiabao visited Wuxi R & D
sub-centers, Wireless sensor engineering center in Jiaxing,
Chinese Academy of Sciences, he made earnest hope for
the breakthrough of IOT core technologies and on the "Feel
China" put forward ideas; The end of October 2009,
domestic scientists in the  sensing technology and
representatives of Mobile, China Unicom, Telecom,
Huawei, ZTE, Datang, Lenovo and other related industries
gathered in Wuxi, announced the establishment of Sensor
Network Industry Alliance of China (SNIAC); March
2010, Hainan, Guangdong, Wuhan and other cities have
been carrying out applied research and practice of 10T,
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Hainan planed to combine 10T applications with
international  tourism, and Guangdong promoted
commercial 10T through the integration of scattered 10T
applications. China's 10T industry is entering "hundred
flowers flourishing™ and "application launch" stage.

I11. INTERNET OF THINGS ARCHITECTURE AND ITS
CORE TECHNOLOGY

Integration of sensors, computers, communication
networks, semiconductor technology, IOT realizes the
interconnection communication between items. As a large-
scale self-organizing network, its features include: sensor
node layout-intensive, collaborative, self-organizing,
wireless communications. According to the flow direction
and processing methods of data within the network, 10T
can be bottom-up divided into three levels: perception
layer, transport layer and application layer. 10T's core is
"self-networking, collaborative awareness"; To have
functions of fully aware, reliable transmission, intelligent
processing of information, and so on, the critical
application technologies 10T involved include radio
frequency identification technology, sensor technology,
nanotechnology, smart materials embedded networking
technology, etc.

To achieve communication of items, 10T should
consider three basic elements: the real-time information
gathering, effective transmission of information, and
intelligence processing of information. Problems of any
essential element in the process would lead network
terminal not collect information accurate and reliable, and
as a result, communication between items could not be
achieved. A primary aspect of IOT communications is the
timeliness of data collection. This requires the collection
devices such as sensors or RFID, embedded in the location,
objects and systems which need to focus on or collect
information. Through appropriate technology and methods,
the collection devices can real-time and efficient collect the
changing information of objects, and the information
obtained will be processed and integrated; To ensure the
effective transfer of information, the collected data need
security encryption, and uses efficient routing protocol,
communication protocols and network security protocols to
ensure high reliability and accuracy of data; Through the
ubiquitous wireless communications network, the collected
information is transferred out, and to achieve effective
transfer of information; Throughout the whole process
from being collected, being transmitted and being
received, the information needed for processing.

A. Perception Layer

Perception Layer that is, information recognition
layer, which implements the monitoring object
identification and perception based on two-dimensional

10

codes, RFID, and sensors. Perception layer is to be solved
perception and acquisition of information, This layer
mainly includes the reading and writing RFID technology,
sensors and sensor networks, robotics intelligent sensing
technology, remote sensing technology, IC card and bar
code technology, etc.

RFID is an important technology of IOT. RFID is the
abbreviation for Radio Frequency Identification
technology, which is an automatic identification
technology raised on 90 years of the 20th century; and it is
a more advanced non-contact identification technology.
Based on a simple RFID system, combined with existing
network technology, database technology, middleware
technology, a large 10T is composed of a large number of
readers and numerous mobile label which more massive
than the Internet. It is the development trend of RFID
technology. RFID is a technology that can make objects
"speak". In the conception of "IOT", RFID tags stored in
specification and interoperability information. Information
is automatically collected to the central information system
through wireless data communication network, and thus
achieving aim of recognition items. And then through open
computer networks for information exchange and sharing,
10T achieve transparent management of goods.

Sensing technology is known as the three pillars of
information technology along with computer technology
and communication technology. Sensing technology is a
modern interdisciplinary engineering science which major
research on access to information from the natural source,
and processing (transformation) and recognition. The core
of sensing technology is the sensor, which is the necessary
component responsible for the realization of the things and
objects, things and people information exchange in 10T.
Most of the current applications of wireless sensor
networks focused on simple, low complexity, access to
information, and can only obtain and process information
about the physical world scalar. However, this scalar
information can not describe the variety of the physical
world; it is difficult to achieve real communication
between people and the physical world. To overcome this
deficiency, both for scalar information and for vector
information such as accessing video, audio and images,
wireless multimedia sensor networks have emerged. As a
new information acquisition and processing technology,
wireless multimedia sensor network is more focus on
information collection and processing. It uses compression,
recognition, integration, reconstruction and other methods
to process information in order to meet the diversity
applications of wireless multimedia sensor networks.

Manufacture of intelligent sensors is based on
micromachining  technology, the silicon mechanical,
chemical, welding process, and then use different

packaging technology to package. In recent years, LIGA
processing (Lithography, Galvanoformung and



Abformung), deep into the sensitive X-ray lithography
electroplating film, has developed for the manufacture of
sensors. Smart sensors generally have very strong real-time
features, in particular, often requires dynamic
measurements in a few microseconds to complete data
acquisition, computing, processing and output. Functions
of smart sensors are carried out under the program
supports; many parameters to some extent depend on the
software design and its quality, such as the number of
functions, basic performance, easy to use, reliable. These
software are five categories, including the scale conversion,

digital-zero, nonlinear ~ compensation,  temperature
compensation, digital filtering technology.
B. Transport Layer

Transport  layer, also known as network

communication layer, mainly including the bearer network
composed by various communication networks and the
Internet of Things. Through the existing Internet, satellite,
mobile communication network, enterprise network, etc.,
the transport layer access to the 10T communication
network, achieves further data processing and transmission,
and completes information communication and data
transmission between the perception layer and the
application layer. Data security protection is the core issue
for transport layer to resolve. During transmission, the data
is fragile and vulnerable to be attack, change, conflict,
congestion and retransmission. Because of this, the
transport layer needs to use data fusion and security
controlling technology to improve the fault tolerance of
network and ensure data reliability. Transport layer mainly
includes wireless sensor technology, intelligent embedded
technology, etc.

The basic function of Wireless Sensor Networks
(referred to as WSN) is to connect a series of space
distributed self-organizing sensor unit through a wireless
network, which will summary the own data collected and
transmitted through the wireless network, in order to
achieve within the space of physical dispersion or
collaborative environment monitoring, and appropriate
based on these information analysis and processing.
Running through three levels of 10T, WSN technology is
an emerging technology combination of computing,
communication and sensor technology. It has advantages of
wide range, low-cost, high-density, flexible layout, real-
time acquisition, work around the clock, and so on. WSN
has a significant leading role for other industries of 10T.

Embedded technology is a technology that treated the
computer as an information processing component and
embedded it into the application systems, i.e., it solidified
software into hardware system what the hardware system
and software system were integrated. Micro Controller Unit
(MCU), known as embedded systems because computer
chips are embedded in the device, and not have their own
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separate enclosure, has been applied in various fields
include the family and the industry. Most embedded
systems are still in the independent application stage, the
MCU as the core, with some monitoring, server, indicates
the device with the realization of certain functions. Internet
has become one of important basic information facilities; it
is an important channel for the flow of information. If the
embedded system can connect to the Internet, you can
easily and cheaply transfer the information to virtually any
place in the world.

C. Application Layer

Application layer, i.e. the terminal processing layer, is
the input and output control terminal (including computers,
mobile phones and other terminal server), mainly
composed by a variety of applications; its" functions
include aggregation, conversion, analysis and sharing of
the acquired data, as well as corresponding support
platform for user applications to achieve storage, mining,
processing and application of information send from the
transport layer. The application layer provides users with
IOT application interface, and provides application
services for varieties of user equipment and terminal.

Core purpose of IOT is to enhance the central
processing capacity. IOT intelligent processing needs M2M
systems through the different functions of information
between the link-sharing, the central processing unit in
collaboration with co-operation of the system, the smart
sensor integrated into the functioning of the whole society.
Central processing unit should be established on the basis
of a distributed cloud computing to provide high-speed
computing and disaster recovery capabilities and protect
the normal operation of the network of IOT. Operators
should start from building cloud computing-based M2M
support operations center, play Bl data analysis advantages
associated with the establishment of the M2M system
coordination mechanism, and gradually enhance the data
analysis and processing capabilities of the operations
center, and ultimately form the "brain™ with intelligent
processing function.

IV. PROSPECT OF INTERNET OF THINGS

Although the application of IOT on the whole is still
in its infancy, its application in some areas has achieved
initial success. Currently, the application of 10T is mainly
in logistics, military, monitoring and management, medical
care and other fields. Through the use of IOT technology in
the military, it can reduce the attack time, expand the
detection range, improve tracking accuracy and continuity,
and enhance capacities of target detection and
identification, which effectively improve the operational
effectiveness. In other areas, it can better grasp the
dynamic information about the object, so as to target



identification, diagnosis, emergency treatment and other
applications to provide basis for decision making.

As technologies (sensing, monitoring and control,
communications, networking, computer, etc.) have
developed, the 1OT would show a stronger vitality, its
application would permeate all sectors and across every
aspect of people's lives. Future IOT applications, mainly in
the following areas: wurban management, such as
environmental ~ monitoring,  vehicle tracking and
positioning, interactive car navigation, etc.; home health
care, such as smart home, bio-pharmaceuticals, remote
meter reading and so on; mobile e-commerce, such as
mobile payment, mobile ticketing, mobile card, etc.; other
applications: green agriculture, public safety, intelligent
transportation, community integrated services. As a
cutting-edge technology with strong demand for traction,
IOT will continue to promote the computer, Internet,
sensors and other industries, and will enable a
revolutionary turn for the better in accessing information,
leading to a new level of information technology; and also,
IOT would drive the micro-system and sensor industry
rapid development, which set of sensing, collecting,
processing, sending and receiving, network in one. Internet
and its related technologies and industries are difficult to
estimate the market value and development prospects.

V. CONCLUSION

The 10T is an advanced system that contains many
complex and huge technologies, and its flexible application
in the form will involve in all aspects of human social life.
This paper introduced, analyzed and discussed the concept,
structure and key technologies of IOT, focusing on the
network architecture. For each level, the paper analyzed
information on the 10T in all aspects of real-time

acquisition, security and effective transmission, and
intelligent processing, etc. Finally, author makes
exploration and prospect for the application and

development of 10T.
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Abstract— Barcode recognition technology is not new for
people, and radio frequency identification technology may be
unfamiliar to most people, although its application in some areas
is now taking shape. Tags are the data carrier of RFID
technology, which is a non-contact automatic identification
technology. This article describes the principles of RFID
technology and Tags, summarizes the advantages of Tags,
analyzes several factors restricting the popularity of Tags, briefly
describes the status of domestic RFID applications and presents
recommendations for its development.
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. INTRODUCTION

From August 2009 that "Experience China" concept,
to clear the sensor network, the Internet of Things (10T)
into the range of strategic and emerging industries,
within a few months, Premier Wen Jiabao has three
times to make the development of IOT instructions,
indicating that Internet of Things technology and
information network industry in the emerging industries
of strategic importance which occupies a key place.
China's 10T industry is entering "hundred flowers
flourishing" and "application launch" stage.

The concept "Internet of Things" was proposed in
1999 by EPCglobal, EPCglobal Joint more than 100
organizations and companies to establish alliances for
the research and development I0T. Once been put forth,
this concept got great concern by the United States.
Since then, researchers around the world expand
research gather around the theme of IOT, and 10T was
hailed as a new opportunity with historical development
of the times given.

IOT is a network concept for the purpose of
perception of the physical world; it is a dynamic
distributed intelligent  multi-sensor  collaborative
awareness system which integrated communication
networks, sensors, microelectronics, micro-nano
technology and other fields. Through RFID, infrared
sensors, GPS, laser scanners and other information
sensing device, [IOT enables interconnection,
information exchange and data communications
between any item according to protocol agreed. 10T is
designed to meet the intelligent positioning, tracking,
monitoring and management needs.

978-0-9831693-1-4/10/$25.00 ©2011 IERI
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As a key technology of the Internet of Things, RFID
(abbreviation of Radio Frequency Identification)
technology is developing rapidly, it is widely used in
industrial automation, business automation,
transportation control and management and other fields.
Although RFID technology in China started late, it is
gradually extended to related areas and narrowing the
distance and abroad. Tags are the information carriers
of RFID, and this article will briefly describe them,
hoping to help those who are interested.

Il. RFID AND TAGS

RFID is a non-contact automatic identification
technology, which uses radio signals through space
coupling (alternating magnetic field or electromagnetic
field) to achieve non-contact transmission of
information, and it achieves identification purposes
through the message. It uses radio frequency to non-
contact two-way communication, automatic target
recognition and access to relevant data, the recognition
process without human intervention, in a variety of
harsh environments. The technology can identify the
high-speed moving objects and also it can identify
multiple tags at the same time, the operation is quickly
and conveniently.

General RFID system consists of three parts, i.e.,
smart cards, readers and back-end data management
system (BEDMS), shown in Figure 1. Smart cards, also
known as radio frequency card or Tags, have the smart
ability to read and write, and encrypted communication;
it is the real data carrier of radio frequency
identification system. Generally, Tags are composed by
the tag antenna and tag-specific chip. Each tag has a
unique electronic code, which attached to the target
object. Tag is equivalent to the barcode in bar code
system; it is used to store the information necessary to
identify and transmission. Reader, also known as read-
writer, which consists of wireless transceiver modules,
antenna, control module, the interface circuit and other
components, is the equipment responsible for reading or
writing tag information. Reader can not only have read
and write, display, data processing and other functions
alone, but also combined computers or other systems ,
to complete the operation of Tag. Back-end data
management system is mainly for data storage,
information management, Tags read and write control.
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In applications, Tags attached to the items to be
identified; when the item goes by the reading range,
Reader automatically non-contact identifies the agreed
information in order to achieve functions of automatic
identifies items or automatically collected identification
information. Typically Reader contains the high-
frequency module (transmitter and receiver), the control
unit and the Reader antenna. In addition, many Readers

data

Reader

RS5232,485 interface

timing

have additional interfaces (RS232, RS485, Ethernet
interface, etc.) in order to transfer the obtained data to
the application system or receive commands from the
system. Tag and Reader achieve the space (no contact)
coupling of RF signal by coupling device; in the
coupling channel, according to the timing relationship,
they achieve the goals of energy transmission and data
exchange.

smart card

L

BEDMS

Figure 1. Basically consists of RFID system

High-frequency interface

Micro-control Unit

Power Generation

Clock Generation

Anti-collision circuit

A
A 4

BUUBIUY

Transmitter transfer

Receiver transfer

\ 4

Control Logic Circuit

Protection Circuit

NOdd33

Memory

Figure 2. Tag’s internal structure

Tag’s circuit mainly composed of four parts by the
antenna, high-frequency interface, the micro control
unit and the EEPROM, shown in Figure 2. High-
frequency interface consists of five modules: Power
generation module generates working voltage for circuit
from the RF wave; Clock generation module provides
the stable and adjustable system clock; Transmitter and
receiver circuit module complete the two-way half-
duplex communication links of instructions response
and signal receiving and transmitting between the
Reader and the Tag; Protection circuit module can
prevent Tag damage due to the excessive antenna
voltage or power supply voltage when it is close to the
reader; Micro control unit completes the Tag
identification and implements the Reader's instructions,
it mainly consists of three parts by the anti-collision
circuit, control logic and memory interface. EEPROM
unit is mainly used for storing data; data users to store
are stored in the EEPROM and they would be
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maintained when the card loses power or beyond the
effective work scope of Reader antenna.

Tags are the true data carrier of RFID system.
Generally, Tag consists of the antenna and chips
(Recently proposed non-chip tags and surface acoustic
wave (SAW) tags may have greater development in the
future, they are still the early embryonic products now),
it has become the main development direction of global
automatic identification technology in the 21st century.
According to the different power supply, Tags can be
divided into Active Tag and Passive Tag. Active Tag
builds a battery while Passive Tag does not. For the
Active Tag, according to the different built-in battery-
powered, the Tags can be subdivided into Active Tag
and Semi-passive Tag.



IIl.  ADVANTAGES OF TAGS

Compared with other automatic identification
technologies such as bar code identification technology,
RFID has the following characteristics:

Tag achieves a "free access" without aiming line
scan, its read and writes speed is high and read range is
great. Therefore, RFID technology can identify the
high-speed moving objects and also can identify
multiple tags at the same time, the operation is quickly
and conveniently, for example, used to track parts or
products in the factory's assembly line; Long-range RF
products can be used to automatic fare collection and
automatically identify the vehicle or other transportation,
its identify distance may achieve tens of meters; Tag
readers can read tags through non-metallic materials
(mud, dirt, paint, oil, timber, cement, plastics, water and
steam, etc.), it is not necessarily in direct contact with
the Tags, which makes Tags become ideal choice for
reading under the harsh environment such as dirty, wet
and harsh, etc.

Tags have a large data storage capacity and the data
can be encrypted and updated at any time, which
particularly suited to store large amounts of data or be
used in the required situation where stored data needs to
be changed frequently; Tags are small, easy packaging,
diverse shape (e.g., card-shaped, circular-shaped,
button-shaped, pencil-shaped, etc.), which can be
hidden or embedded in most of the materials or
products, so that the goods were marked more beautiful.
Tags can be used in different occasions and it is very
easy to use; Its life is up to ten years and can be read
and write hundreds of thousands of times with no
mechanical wear or mechanical failures, it can be used
in harsh environments and the working temperature is
within -25°C ~ +70°C;

The main difference of Tags and barcode is that
Tags data is stored in the electronic storage unit. Using
a dedicated chip, according to a unique serial
identification number, the Reader can identify each
piece of cargo and make key authentication to protect
data security; Tag number is unique and can add
security identifiers (e.g., the last one can be set as the
digital security encoding, it needs to use the preceding
code numbers obtained through an encryption
algorithm); through networking anti-theft identification
device scanning, we can immediately identify the
authenticity of the product.

Tags have high read and write speed, long reading
distance, large data capacity and other characteristics;
application of this technology in the logistics process
and supply chain management, would lead to the
reduction of distribution and transaction costs and the
increase of management levels.

V.

Although Tag has these advantages, it also faces
many problems in the actual production application.
According to the survey, the several prominent factors
which affect RFID implementations in abroad are the

PROBLEMS FACED BY TAGS

15

implementation costs, technical standards, market
demands, the reliability of systems and Tags. Among
them, the cost factor is considered to be the greatest
resistance; technical standards factors followed.

If we want to label each piece of merchandise, the
price of Tags should be reduced to very low. The
current market price of tag is about 50 cents, and it is
likely to exceed the value of the goods themselves when
used in the small objects like toothpaste, razor blades,
chewing gum. In contrast, Barcode can be printed on
the product packaging as long as the application
complete, so its cost is close to zero;

Technical standard is another key factor restricting
the development of Tag. The current national standards
of the frequency standards, coding standards and
application standards are inconsistent. Only in the
coding standards field, there are three separate
categories as Japan's UID, Europe and America's EPC
and China's GB18937-2003 (NPC) systems. Also in the
frequency standards field, at 850 ~ 910MHz UHF band
frequency allocation, national frequency allocation is
not the same;

Market demand is the third resistance factor
restricting the development of Tags. Many scholars
believe that the uncertainty demand is the impact factor
for RFID applications. China Federation of Logistics
and Purchasing said that this factor is more obvious in
China. The awareness needs of RFID applications in
domestic enterprises is far less then in foreign
enterprises, this will become a key obstruct factors to
the development of domestic Tags.

Reliability refers to the ability of product to
complete the function under the provided conditions
and within the specified time. According to this
definition, RFID system reliability can be defined as:
under the provided conditions and within the specified
time, the ability of reader to successful recognizes tags.
Due to the characteristic of radio frequency
identification and the impact of complexity application
environmental, RFID systems may occur abnormal
reading phenomenon, which affecting the reliability of
RFID system applications. RFID abnormal reading
include: Leakage Reading (Tag is not recognized when
it pass by the Reader; this is the main reason for not
reliable RFID applications); Read more (when Tag is
out of reading range, Reader still recognizes it);
Rereading (Tag is identified repeatedly when it pass by
the reading range).

Tag itself is a Very Large Scale Integration (VLSI),
major failure modes affecting its reliability are: open
circuit, leakage or short circuit, parameter drift. Open
circuit mainly refers that the metal wire or interconnects
open, the main failure mechanism have: over point
damage (including CMOS circuit latch), electrostatic
discharge damage, metal electro migration, stress
migration and metal corrosion. The main leakage or
short circuit failure mechanisms are: electrostatic
discharge damage, had electrical injury, PN junction
defects, and dielectric breakdown under normal voltage.
The main electrical parameter drift failure mechanisms



are: sodium ion contamination, water vapor
condensation within packages and hot carrier effect,
metal electro migration, dielectric breakdown and hot
carrier effect. In EEPROM using floating gate
technology, the data retention characteristics and non-
degraded write/erase cycles (durability) are the most
critical reliability problems. Floating gate memory
device with erase and programming-related stress can
cause changes in device characteristics. Repeated
erase/program cycles would make the memory
transistor oxide layer vulnerable to the stress and cause
failure, such as the tunnel oxide breakdown in the
EEPROM.

V. DOMESTIC DEVELOPING SITUATION AND

PROSPECTS OF TAGS

Although RFID technology in China started
relatively late, Tags have been launched the application
pilot projects in electronic ID card, urban public
transport payment, licenses and commodity security,
special ~equipment mandatory  testing, safety
management, electronic identification of animals and
plants, modern logistics management and other fields,
which have made some progress. China's RFID industry
has made real progress in the chip design and
manufacturing, Tags packaging, Readers design and
manufacture, and other aspects; it has a certain system
integration capabilities and has developed related
application systems in several specific areas, providing
a complete solution of Tags application. Ministry of
Information Industry has implemented the RFID
technology, standards and R&D and demonstration of
RFID products, and carried out industrial deployment in
this year's Electronic Development Fund.

The primary reason Chinese enterprises are not
active for the application of RFID is that companies can
not get many benefits from the application, while
multinational corporations consider that the main
benefits of RFID applications is to improve the entire
supply chain management and reduce costs; we can see
the main differences between the two are the base of
supply chain and the management concepts.

VI.

Tags can not replace barcodes and other automatic
identification technologies in the short period, but with
the development of market economy, as Tags
manufacturing and identification technologies mature,
Tags production costs reduce, and distribution
companies improve awareness on the demand for RFID,
we are confident looking forward to in the near future,
RFID would replace barcodes and other automatic
identification technologies, widely used into logistics,
transport, health, mining and other industries.

CONCLUSIONS
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Abstract — In recent years, a new spinning technology of
hollow part with non-circular cross-section is developed. It has
the characteristics of high flexibility, high productivity and lost
productive cost, and can be used to produce various parts with
complex shapes and sizes. The software MSC.MARC was
adopted to simulate the spinning process of quadrilateral arc-
typed cross-section hollow part. The distributions of stress and
strain during different stages of spinning were obtained. It shows
that during the spinning process of quadrilateral arc-typed cross-
section hollow part, defects such as local thinning at the areas of
bottom corner and side wall of the workpiece, and local
thickening at the opening-end of workpiece occur easily.

Index Terms - Spinning; Quadrilateral arc-typed hollow part;
Numerical simulation; Stress and strain

[. INTRODUCTION

A new spinning technology for hollow parts with non-
circular cross-section is developed in recent years. It has the
characteristics of high flexibility, high productivity and lost
productive cost, and can be used to produce various parts with
complex shapes and sizes [1]. Many researches have been
carried out on the spinning technology with non-circular cross-
section parts in Japan, Germany and other countries. The
feasibility of the hollow part with similar triangle cross-section
can be produced by spinning was proved by B. Awiszus etc. in
which the spinning forming occurred under a constant radial
force provided by a simple spring tension device [2]. A hybrid
force/position control system was adopted by Arai, H etc. to
produce the hollow cone with quadrilateral non-circular cross-
section, in which the roller moves along the mandrel with the
variable radius[3]. The synchronous movement of the mandrel
rotation, mandrel feed, and roller feed controlling by the pulse
controller and stepper motor was put forward by Ichiro
Shimizu etc., to form the box-shaped hollow parts with
quadrilateral side non-circular cross-section [4]. To solve the
problem of using expensive numerical system to control the
movement of mandrel and roller, and keep a constant clearance
between mandrel and roller, a profiling spinning method was
developed by XIA Qinxiang, etc., in which the movements of
the mandrel rotation and roller feed were controlled by the
special profiling devices to form the non-circular cross-section
parts with the triangle and quadrilateral arc-typed hollow part
[5, 6]. Some theoretical analysis also carried out by means of
finite element method to explore the complex space tracks of
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roller, and the distributions of stress and strain during spinning
of the hollow parts with non-circular cross-section [7, §].

The spinning of quadrilateral arc-typed cross-section
hollow part belongs to complex metal plastic deformation
process. The software MSC.ADAMS was used to analyze the
non-linear track of the roller due to the complex motion among
the roller and mandrel. The finite element analysis software
MSC.MARC was used to establish a reasonable finite element
model of spinning, and the distributions of stress and strain
during the spinning of the quadrilateral arc-typed cross-section
hollow part were obtained by numerical simulation.

II. ESTABLISH OF FINITE ELEMENT MODEL

A Spinning Process of Quadrialateral Arc-tped Cross-
section Hollow Part

The conical quadrilateral arc-typed cross-section hollow
part with quadrilateral arc-typed and equidistant curved arc-
typed cross-section was researched (as shown in Fig. 1), where
a; was the half-cone angle corresponding to a random
generatric AA’. During shear spinning, the wall thicknesses of
workpiece and blank meets the sine law t = toxsinai, where t is
the workpiece thickness, to is the blank thickness, a; is the half-
cone angle of workpiece. The phenomenon of uneven
workpiece thickness by shear spinning is inevitable due to the
half-cone angles corresponding to different gyniatrics during
spinning of the hollow part with non-circular cross-section are
not equal. To obtain the even workpiece thickness of hollow
part with non-circular cross-section, conventional deep
drawing spinning was adopted to form the part and the
clearance between the spinning mandrel and roller was equal to
the blank thickness [9].

The spinning process of quadrilateral arc-typed cross-
section hollow part is as follows (as shown in Fig. 2): a)install
the quadrilateral arc-typed conical mandrel on the main spindle
of spinning machine; b) clamp the quadrilateral arc-typed blank
between the mandrel and the tailstock; c) the plastic
deformation occurs under the action of the roller. As the roller
moves along the generatrix direction of workpiece, the radial
feed of roller varies with the distance between the workpiece
edge and the mandrel centre. The clearance between mandrel
and roller is equal to the thickness of blank during spinning to
obtain the even thickness of workpiece.
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Fig. 1 Schematic diagram of
quadrilateral arc-typed cross-section
hollow part

Fig. 2 Schematic diagram of
spinning process of quadrilateral
arc-typed cross-section hollow part
1-Spinning roller 2-Mandrel
3-Workpiece 4-Tailstock

B Track of Roller

For obtaining the required clearance between the roller and
mandrel in the spinning process of quadrilateral arc-typed
cross-section hollow part, how to establish the corresponding
relationship among the roller track and spindle speed and time
has become one of the key technologies in the numerical
simulation. It is very difficult to derivate the roller track by
geometric method due to the complex movement relationship
between spinning mandrel and roller during the quadrilateral
arc-typed cross-section hollow part spinning [7]. The roller
track is obtained by means of the software MSC.ADAMS,
which has the powerful model building tools and kinematics,
dynamics analysis functions [8]. Fig. 3 shows the mechanical
simulation model established by MSC.ADAMS; Fig. 4 shows
the roller track obtained by mechanical movement simulation.

N

a) Front view b) Top view
Fig. 3 Mechanical simulation model by MSC.ADAMS

1-Outline of ideal model of workpiece 2-Roller
3-Virtual axle 4-Virtual shaft sleeve

SEE|
BRI OB [ 1= ea] #]

Fig. 4 Roller track obtained by MSC.ADAMS

C.  Establishment of FEA Model

1) Shape of blank: The shape of blank was obtained by
software Pro/e and Dynaform. Firstly, establish the solid model
of workpiece by software Pro/e; then, extract the neutral
surface of workpiece and save as IGES format; finally, input

the neutral surface to the software Dynaform and carried out
the following steps.

a) Mesh the workpiece automatically;

b) Check out and modify the quality of mesh and the
consistency of unit normal;

¢/ Define the blank type, material thickness, etc.;

d) Submit and run. The obtained blank shape was shown
in Fig. 5.
2 ) Establishment of geometrical mode. The software Msc.
MARC was used to simulate the spinning process of the
conical quadrilateral arc-typed cross-section hollow part. The
blank is defined as the elastic-plastic body in simulation due to
a certain amount of elastic deformation occurs during spinning
process besides plastic deformation. The hexahedral element
with eight nodes was adopted for the blank meshing by the
advantages of high precision, less element numbers, easy
deformation analysis, etc [10, 11]. The No.7 element used for
large metal deformation was adopted, which is the default
element type of software MSC.MARC. Mesh subdivision was
used in the small arc area of blank (as shown in Fig. 5). The
mesh of blank is discretized into double layers along the
thickness direction. The total number of elements is 12800 and
the total number of nodes is 19800 in the established FEA
model. The spinning mandrel, tailstock and roller were defined
as rigid bodies due to no deformation (as shown in Fig. 6). The
Coulomb friction model is used for the contact between the
roller and the blank, the friction coefficient is 0.1. The blank
material is SPCC. The mechanical properties listed in Table 1
were obtained by the uniaxial tensile test.

blank

| spinning mandrel
tailstock

| roller

Fig. 5 Mesh model

Fig. 6 FEA model of the quadrilateral arc-typed

of blank cross-section hollow part spinning
Table 1 Mechanical properties of blank
Young's | Poisson's Stress Tensile Hardening | Strengthening
modulus rate yield strength index coefficient
£ (GPa) Y g (MPa) | on(MPa) n K
182.9 0.26 218 327 0.22 571.8
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III. ANALYSIS AND COMPARISON RESULT

To analyze the distributions of stress and strain during the
spinning process of quadrilateral arc-typed -cross-section
hollow part, the spinning process is divided into three stages,
the initial, middle and final stage. The shape and size of blank,
roller and mandrel used in numerical simulation are shown in
Fig. 7. The relevant geometric and processing parameters are
listed in Table 2 and Table 3, respectively.




Ds

N

Do a

a) Blank b) Roller ¢) Mandrel
Fig. 7 Diagram of blank, roller and mandrel

Table 2 Geometric parameters of blank, rollers, mandrel

Blank Roller
Circumscribed .
. Generating Hole . Roundness
circle . . Diameter -
. . radius diameter radius
diameterxthickness
Dyx sy (mm) 23 (mm) s (mm) 4 (mm) | p(mm)
96x2 13.14 28 240 4, 6, 8
Mandrel
Circumscribed Generating Roundness . Half cone
. . . - Height
circle diameter radius radius angle
i, dh (mm) p(mm) m (mm) / (mm) a (°)
40, 100 13.14 5 30 45

Table 3 Processing parameters

No Rotational speed of main spindle Axial feed rate of roller
) 7 (r/min) /7 (mm/r)
1 120 0.6
2 120 0.8
3 120 1.0

For convenient the analysis and discussion, the
deformation area of quadrilateral arc-typed -cross-section
hollow part is divided into four areas along the generatrix
direction, the areas of the bottom, fillet, side wall and opening-
end; and divided into two arc areas along the tangential
direction, the areas of large arc and small arc (as shown in Fig.
8). The area of roller contact with blank is defined as the
contact area (as shown in Fig. 9).

the area of
: fillet
side wall / arge circular
the edge of
r""‘-\ the blank
: the arez of
bottom opemmg

- small circular
Fig. 8 Division of deformation area of the quadrilateral
arc-typed cross-section hollow part

A Initial spinning stage

In The initial spinning stage is defined as the stage form
the moment as soon as the roller contact with the blank to the
end of the bottom corner of workpiece, that is the stage of
roller moving pass through the workpiece bottom corner area.
The distributions of the equivalent stress, and strain, and the
three principal strains at the contact area are shown in Fig. 10
and Fig. 11, respectively.

During the initial spinning stage, the flat blank was
formed into the shell with small curvature. Fig. 10 shows that

both the maximum equivalent strain and stress exists near the
bottom corner area of blank. The equivalent strain and stress
decreases gradually from the bottom to the edge of blank. Fig.
11 shows that the strain of deformation zone is in the state of
compression along the radial direction, and in the state of
elongation along the tangential and axial direction, so both
diameter and wall thickness decrease and depth increases.
When the technical parameters are unreasonable, e.g. the feed
rate or the roundness radius of roller is too small, the crack
occurs easily at the bottom corner of workpiece.
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Fig. 10 Contour of effective stress and strain during initial spinning stage
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Fig. 11 Contour of three principal strains during initial spinning stage

B Middle spinning stage

The middle spinning stage is defined as the stage of roller
moving pass through the area of side wall of the workpiece, the
unformed area height from the opening-end to the side wall of
workpiece is about 5 mm. The distributions of three principal
strains at the contact area are shown in Fig. 12. It shows that
the strain of deformation zone is in the state of compression
along radial direction, and in the state of elongation along
tangential and axial direction, local thinning occurs easily in
the side wall of workpiece. Therefore, the accuracy of roller


app:ds:wall
app:ds:thickness

track must be controlled strictly to avoid shear spinning caused
by too small clearance between the spinning mandrel and
roller.
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Fig. 12 Contour of three principal strains during middle spinning stage

C  Final spinning stage

The final spinning stage is defined as the stage of roller
moving pass through the area of opening-end of workpiece.
The distributions of three principal strains are shown in Fig.13.
In this stage, the meterial at the undeformed zone flows easily
into the deformation zone because the constraint decreases with
decreasing in the blank dimension. The strain of deformation
zone is in the state of compression along radial and tangential
direction, and in the state of elongation along axial direction.
Local thickening occurs at the opening-end of workpiece.
When the technical parameters are unreasonable, e.g. the feed
rate or the roundness radius of roller is too large, wrinkling
occurs easily at the opening-end of workpiece.
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Fig. 13 Contour of three principal strains during final spinning stage
IV. CONCLUTINS

/) During the spinning process of the quadrilateral arc-
typed cross-section hollow part, local thinning occurs at the
area of the bottom corner of workpiece, crack occurs easily if
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the feed rate or the roundness radius of roller is too small.
Local thickening occurs at the opening-end of workpiece,
wrinkling occurs easily if the feed rate or the roundness radius
of roller is too large.

2) In the initial spinning stage, the strain of deformation
zone is in the state of compression along the radial direction,
and in the state of elongation along both tangential and axial
directions, the diameter and wall thickness of workpiece
decreases, and the depth of workpiece increases.

) In the middle spinning stage, the strain of deformation
zone is in the state of compression along radial direction, and
in the state of elongation along both tangential and axial
directions, local thinning occurs in the side wall of workpiece.

#) In the final spinning stage, the strain of deformation zone
is in the state of compression along both the radial and
tangential directions, and in the state of elongation along the
axial direction, local thickening occurs at the opening-end of
workpiece.
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Abstract —Online students in higher education are
increasingly using Electronic Group Collaboration
learning tools such as Discussion Forums, Blogs, Wikis,
and Journals within their course environment. This
study discusses some of these new online group-
collaborative tools, and the extent to which they are
being used. This study also investigates the level of
acceptance of learners of these tools. The findings of this
study describe the number and type of Electronic
Group Collaboration tools most preferred by online
student, and the reasons behind that preference.

Index Terms — Electronic Learning, Higher Education,
Group Collaboration Tools.

|l. INTRODUCTION

The past few years have witnessed a significant
increase of network-based technologies that enable
students to work collaboratively online [11], and [5].
Electronic Learning (e-Learning) facilitates the
sharing of costs, sharing of information and expertise
among multiple sites and different constituencies,
while providing additional educational opportunities
[9], [24], and [21]. Web 2.0 applications, particularly
wikis and blogs, have been adopted increasingly
because of their ease of use, rapidity of deployment,
and their ability to facilitate information sharing and
collaboration. The fact that there are many free and
open source versions of these tools may also be
responsible for their explosive growth [5].

As e-learning continues to grow in popularity
with both traditional and non-traditional students,
educational  institutions are  now utilizing
collaborative group e-learning to improve the
learning experience of their students. According to
the theory of Social Facilitation, working in groups
significantly increases learning perceptions, problem
solving skills, and helps students achieve a higher
level of learning than individuals learning alone [10].
Group learning can offer valuable lessons regarding
group communication and problem solving, which
are easily transferable to the work environment [2].
This is particularly important given the fact that
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virtual work groups are a common component of
today’s corporate structure [3].

Collaborative group learning exercises are
student centered, and enable students to share
authority and empower themselves with the
responsibility of building on their foundational
knowledge [16]. However, these group activities are
not always enthusiastically accepted by students.
Previous studies into the impact of e-learning
highlight a number of quality concerns [7]. The
efficiency and effectiveness of group e-learning may
be affected by any the following factors: non-
contributing group members, unequal workload,
scheduling, personal/social conflicts between group
members, computer self-efficacy, surrounding
technological factors, or instructional design issues
[2], and [1].

As research has shown, technology is neutral until it
delivers content [6] and may lose its effectiveness if
it is not applied in a planned and systematic manner
[12]. Empirical research is still needed to fully
understand the different aspects of electronic group
collaboration tools in the context of higher education,
and to assist practitioners to effectively and
successfully deploy them. For example, the mere
availability of such tools does not necessarily mean
that they should always be enabled. Instructors and
system administrators should keep the learning
objectives of each course in mind and how they could
be best served. Some courses may be best served
with a single tool such as group discussion forums,
while other courses may be best served with several
group collaboration tools. Student acceptance of
these collaborative tools directly influences their
motivation and creativity in meeting associated
learning objectives.. This study contributes to the
body of knowledge by conducting an exploratory
study in students’ acceptance of the number and
types of Electronic Group Collaborative Tools within
the context of Higher Education learning systems.
The primary objective of this study is to
determine potential ways to integrate E-Group
Collaborative Tools into existing e-learning systems
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by identifying the most preferred E-Group
Collaborative Tools, and the number of tools students
expect/accept to see in one class.

1. RELATED WORK

According to [11], collaborative systems can be
classified into three types; the first category includes
systems collect raw data and make it available for
display to collaborators, such as systems that reflect
the number of students in a chat room, or that display
the login information for students in a class to all
other users; the second category of collaborative
systems includes those which monitor and model the
state of interaction and provide collaborators with
visualizations that can be used to analyze the
interaction, an example of which is the number of
posts by a specific user to a specific discussion board.
The third category of systems guides the
collaborators by recommending actions students
might take to improve their interaction. This category
may include systems that allow group discussion
rooms, or group project assignments, where
interaction/evaluation among students and between
the group and the instructor is conducted within the
system [11].

While most higher education learning systems
contain functions from all three listed categories, this
paper is mainly concerned with the third category of
systems, where interaction/evaluation among students
and between the group and the instructor is
conducted within the learning system. More
specifically this paper is concerned with the use of
discussion forums, blogs, wikis, and journals to
facilitate Electronic Group Learning in the higher
education online environment.

Group Collaboration e-Systems provide students
with a forum to meet and connect with their peers.
They allow students to communicate and collaborate
effectively. They also provide instructors with more
insight into individual student participation within
group activities. Instructors can easily create and
enroll students into multiple groups and allow
students to create their own groups. Instructors can
provide default settings and descriptions for each
groupwhile  managing them collectively or
individually.

Group material can be saved and authored
collectively from this location. Group members can
create their own discussion forums that allow them to
conduct ongoing conversations, or use blogs to blog
thoughts and ideas for the rest of the course to
comment on, or add journal entries for private
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reflection within the group. They can also create
tasks to track the progress of their deliverables. These
tasks can be conducted and completed by any of the
members in the group. [4]

Discussion Boards allow members of the class to
communicate with one another asynchronously.
Discussions on the Discussion Board are logged,
organized, and viewable by all class members.
Conversations are grouped into threads that contain a
main posting heading and all related replies. A course
may have one or more discussion board linked to one
or more topic. Discussion boards may also be created
and assigned to several groups within a class. This
structure is usually used with group projects.
Instructors can email, provide feedback, and grade
the assignment of each group individually [4].

Blogs are online web journals that can offer a
resource-rich multimedia environment. They contain
dated entries in reverse chronological order (most
recent first) about a particular topic. Blogs and
journals provide students and instructors with a social
learning tool for expressing their thoughts and
reflecting on their learning, either privately (with the
Instructor) or publicly (with others in the Course).
Blogs are an effective means of sharing knowledge
and materials created and collected by the group with
the rest of the course members. These tools empower
all Course users to create and share ideas, while
instructors maintain the ability to edit or remove any
inappropriate material. Multiple blog types, including
course, group and individual blogs are available.
Instructors can assign a journal to each user in a
course or course group that is accessible by only the
user and the instructor. Group Blogs allow groups of
students to collaboratively post thoughts and
comment on each others’ work while all other users
in the course can view and comment on their entries.
Journal entries can also be made available to the rest
of the users in a course. Individual journals allow
students to record their course experiences and what
they are learning. Group journals allow groups of
Students to reflect collaboratively on their course
work and comment on their fellow group members'
findings [4], and [5].

Wikis allows instructors to create places for
courses, organizations, and groups to host
collaborative content and group projects. Course and
organization wikis allow the entire course or
organization to participate. Group wikis allow a
subset of the course or organization members to work
on collaborative projects. Instructors specify whether
and when students are allowed to view or edit a



particular wiki. Both Students and instructors can
easily create content within the wiki such as study
guides and shared notes. Wikis provide organizations
with a powerful collaborative editing tool that can be
used for any content that requires collaboration and
change tracking, such as meeting minutes, by-laws,
or simple pieces of content. Instructors can also use
the wiki for collaborative group projects where the
wiki’s history and participation summary tools give
the instructor greater insight when assessing
individual contributions as well as throughout the
collaborative process. Students can use the wiki to
collaborate on content for the course as well as for
group projects. The wiki's collaborative capabilities
and history features help students see what others s
have contributed and help avoid redundancy of effort
[4], and [5].

Although the advantages of Electronic Group
Collaboration tools are obvious, their implementation
does not ensure a high-quality education. Wikis and
blogs are prone to possible to serious quality issues,
because of their free form nature and the
(relative/potential) lack of control over their content.
In an open and collaborative web environment,
anyone can easily post copyrighted material without
the permission of copyright holders, post unsuitable
or misleading content, or edit existing content in a
way that reduces its quality/accuracy. Students may
encounter many problems commonly related to
technological factors, including issues of access,
connection, internet familiarity, etc. Students may
also feel isolated and unmotivated [20]. Researchers
argue there is a relationship between the instructional
design of these tools and the perceived ease of use
and perceived usefulness by students [15]. During the
online collaborative learning experience, strategies
that promote students’ feelings of connectedness and
belonging appear to be critical to successful learning
[22]. Research [8] shows that student retention and
satisfaction rely heavily on the ability of the online
system’s medium, materials, and services to make
students feel socially present and connected to the
instructor and other students. Online learning
environments intended to support collaborative
learning should be designed in a way that considers
the social nature of the learning process [18]. Thus,
student acceptance of these technologies is one of the
critical factors that should be evaluated in order to
adequately  assess  whether  the  successful
implementation of these tools can support teaching-
learning activities and the student experience [13].

I1l. METHODOLOGY
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The proliferation of courses offered online and
the way in which technology is used in their delivery
has an effect on the quality of learning [19].
Students”  acceptance of  Electronic  Group
Collaboration Technologies is one of the critical
factors that should be evaluated in order to
adequately  assess  whether  the  successful
implementation of these tools can support teaching-
learning activities and the student experience [13].

This research conducts an exploratory study in
students’ acceptance of  Electronic  Group
Collaboration Tools within the context of higher
education learning software systems. This study
seeks to answer the following research questions:

1. How many Electronic Group Collaborative
Tools do students prefer to use in one class?

2. What Electronic Group Collaborative Tools
are most preferred by students?

This study used a descriptive quantitative
research design. The population of the study
consisted of Online learning students from 8 different
programs in 4 different universities. Data were
obtained through convenience sampling of the
respondents. A questionnaire was designed to capture
data on the following variables: discussion boards
(DB), blogs (BL), journals (JR), and wikis (WK).
The questionnaire was composed of three sections.
The first section consisted of personal demographic
guestions (i.e., age, sex, GPA, and declared major).
The second section consisted of questions that
examined the students’ familiarity with computer
technology. The third section was comprised of
questions that explored students’ acceptance toward
Electronic Group Collaboration Tools. A total of 30
guestions were developed to capture information on
all variables. Each statement on the questionnaire
was based on the Likert scale, and each answer was
assigned weights to establish normally distributed
scores. The weights of the responses from the
guestionnaire were assigned as follows:

Refers to “Strongly Agree”
Refers to “Agree”

Refers to “Neutral”

Refers to “Disagree”

Refers to “Strongly Disagree”

agrowdE

In total, 410 questionnaires were randomly
distributed. AIll of the survey responses were
successfully received, and only 11 were incomplete.
The online surveys were conducted and collected
between August 09, 2010 and August 16, 2010. In
order to ensure the reliability of the test



measurement, Cronbach’s alpha was computed and
reported for each scale that measured the concepts
being examined. The overall alpha score for the pilot
data was 0.975, which indicated high reliability of the
instrument.

IV. FINDINGS

Table (1) displays students’ acceptance of
the number of Electronic Collaboration Group in one

class.
TABLE |

APPROPRIATE NUMBER OF E-GROUP COLLABORATION TOOLS USED
IN ONE COURSE

Number of Collaboration Tools in

Priority One Course Percentage

1 1 E- Group Collaboration Tool 47%

2 2 E- Group Collaboration Tools 32%

3 3 E-Group Collaboration Tools 17%

4 More than 3E-Group Collaboration 4%
Tools

The majority of students examined (47%)
believed that a course should have only one E-Group
Collaboration Tool. 32% of the respondents indicated
that two E-Group Collaboration Tools are more
appropriate per course. 17% of the respondents
chose three E-Group Collaboration Tools per course,
and 4% of the respondents chose more than three E-
Group Collaboration Tools per course.

Table (2) displays students’ acceptance of the
importance of Electronic Group Collaboration Tools
used in higher education software systems.

TABLE 2

PREFERRED ELECTRONIC GROUP COLLABORATION TOOL

Priority Group Collaboration Tool Percentage

1 Discussion Boards 72%

2 Blogs 13%

3 Wikis 9%

4 Journals 6%
The majority of students (72%) viewed

Discussion Forums as the most preferred Electronic
Group Collaboration Tools used in the courses
they’ve taken. 13% of the respondents viewed Blogs
were the most preferred choice. 9% of the
respondents chose Wikis, and 6% of the respondents
chose Journals as the most preferred E-Group
Collaboration Tools.
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V. DISCUSSION

Understanding students’ perceptions regarding
the E-Group Collaboration Tools used in Higher
Education Learning Systems is the first step in
developing and implementing a successful online
learning environment. It is necessary for institutions
of higher education to focus on learners’ satisfaction
in order to continuously improve online learning
programs. Such careful monitoring will ensure the
success and viability of online learning programs.
Group learning is a good way of encouraging
learning interaction. A good e-learning system should
do well in promoting the use of group learning styles
[17]. If effectively deployed, discussion boards,
blogs, wikis, and journals could offer a way to
enhance students' learning experiences, and deepen
levels of learners' engagement and collaboration
within the higher education e-learning environments.
The primary objective of this study was to determine
the best ways to integrate E-Group Collaborative
Tools into existing e-Learning systems by identifying
the most preferred E-Group Collaborative Tools, and
the number of tools students expect/accept to see in
one class.

In reference to the first question of this study, the
findings suggest that the majority of the examined
students (47%) prefer to have only one E-Group
Collaborative Tool per class. Almost 80% of the
examined students indicated that two E-Group
collaborative tools per class is the maximum number
they prefer to see in one class. Many students
indicated that the majority of class activities in e-
learning  environments are  individual-related
activities, and that the number of group-related
activities that require the use of group collaboration
is usually 1-2 per class. The majority of students also
indicated that they prefer to use the same type of
technology in one class, and that the use of more than
one technology could add more work load if students
are not familiar with the use of that technology.
Twenty one (21%) of the examined students
indicated that they prefer the use of 3 or more E-
Group Collaboration Tools per class. Most of these
students indicated that they were more technology-
oriented and that the availability of 3 or more tools
would diversify the technology used and expose them
to a variety of learning methods. Juniors were more
open to trying new technologies than seniors. Given
how recently blogs, wikis, and journals have been
added to higher education E-Learning systems, the
preference of most seniors is understandable, as they
were exposed to only one tool (Discussion Boards) in
the past few years. Many of the students that did not
choose several E-Group Collaboration Tool



expressed concern over their level of computer
competency, and factors including issues of access,
connection, internet familiarity, that could affect their
use of more technologies, which is also supported by
the findings of [1].

The second question of this study is concerned
with the most preferred E-Group Collaboration Tool
by students. The overwhelming majority of examined
students (72%) chose discussion boards. The
remaining 28% were divided among blogs (13%),
wikis (9%), and journals (6%). Students’ answers
clearly indicated that the majority of students did not
understand the key features of these tools, or the
main differences among these tools with the
exception of discussion boards. Most examined
students indicated that they did not see a need for an
additional tool since discussion boards offered many
of the functions required for their group assignment
work. Discussion boards can be assigned at the class
level or at the group level. They can be classified by
topic or by time. Students are able to post entries
viewable by all class members, or specific group.
They are able to attach text and media files if needed,
and most importantly most students are familiar with
them. Most students also indicated that Discussion
Boards are usually used either for discussion
activities, or as a group area to discuss work related
to class project. The remaining 28% of examined
students indicated that discussion boards should not
be used in place of blogs, wikis, and journals, and
that the nature of the group assignment should be the
catalyst in deciding the type of E-Group
Collaborative Tool used.

V1. CONCLUSION

The number and quality of Electronic Group
Collaboration tools in higher education learning
systems have been on the rise. Similar to email,
discussion boards, blogs, wikis, and journals will
increasingly be among the key modes of interaction
that students can be expected to use in their
university education learning processes [1], [4], and
[22]. Understanding students’ perceptions regarding
these tools is the first step in developing and
implementing a  successful  online learning
environment.

The findings of this study suggest that the
majority of online students in higher education prefer
only one E-Group Collaboration Tool per class. Two
types of E-Group Collaboration Tools is the
maximum number expected by the great majority of
students. Many students preferred consistency on the
type of E-Group Collaboration tools being used, and
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did not want to spend additional time learning how to
use the tool. Many of the examined students preferred
the use of discussion boards over blogs, wikis, and
journals, mainly because many of them have been
using discussion boards for years, or because they did
not see the additional benefits involved in using
blogs, wikis, and journals over discussion boards.

The findings also suggest that in order to
enhance the learning experience of online students,
higher education institutions need to address the
issues of computer competency, and technological
factors including issues of access, connection, and
internet familiarity, as they have direct impact on
students’ acceptance of the utilized E-Group
Collaboration Tools. Universities should dedicate
areas within each online course, and within the
orientation process of both students and instructors to
educate them about the available E-Group
Collaboration Tools, and how to use them.
Universities should also make available training and
help materials to explain the features and the
associated benefits of using such tools. More
importantly, instructors and course administrators
should be educated, not only on the technical aspects
of these tools, but also on the proper use of these
tools. Instructors and course administrators should be
able to judge what E-Group Collaboration tool would
best serve a specific group exercise, and how to
decide on the number and the type of E-Group
Collaborative Tools to be used in class.

Research into the wuse Electronic Group
Collaboration Learning Tools in higher education is
still in its infancy. We would therefore like to invite
educators/researchers to examine the use of these
tools in a formal way and report back their results to
the higher education community, so that we may start
building a proper evidence base about best practices
and uses in higher education Electronic learning.
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Abstract: This paper analyses three inventory control
programs of limited storage capacity to be selected: to store goods
according to the stock capacity, to rent warehouse to store the goods
and to invest to extend a warehouse. Then this paper analyzes to
determine the most economical order quantity, ordering cycle and the
daily average ordering cost of the various options, making the
optimal inventory decision by comparing the daily average cost, and
an example is analyzed.

Index Termse Ordering cycle; Ordering quantity; Inventory

Note: Funding by discipline and Graduate Education - key

disciplines - management science and  engineering
(PXM2010_014224 096205) and key project of Beijing Municipal

Education Commission (SZ201010772022).

1. INTRODOUCTION

The researchs of decision-making of inventory related to
limited storage space are mainly three aspects about these

problems:

(1) Whether stock-out is allowable. Here are researches
under this assumption: Such as Dequan Liu (2002) studied a
model of allowed goods shortage storage due to limited-space
storehouse, Chenyou Lu and Qiulan Luo (2004) studied the
storage model under the condition of limited-space storehousel,
Feng Sha and Yimin Yang (2006) studied the two type storage
models about limited-space storechouse, zhenggeng Qu (2006)
studied the optimal inventory model based on shortage
characteristic, Weiqi Zhou, Nianwen Xue and Zhongxing Li
(2007) studied order and selling inventory model with shortage
not allowed under the condition of limited-space warehouse

and lot-size discount, Lina Huo (2010) studied the random
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storage model with allowing goods shortage under the

condition of limited-space storechouse.

(2) Inventory decision of stochastic demand. Such as
Hongjian Wang and Guoxing Fang (2005) studied the random
storage model under the condition of limited-space storehouse.
Zhenfei Zhang and Peng Zhao (2006) studied decision model
analysis of random storage management under the condition of
limited warehouse capacity, Xin Xie, Yufeng Wei, and Damin
Liu (2008) studied application of the random storage model to
the case of a limited-space storechouse, Zonghong Cao and
Yongwu Zhou (2008) studied supply chain coordination model

with limited warehouse and inventory-dependent demand.

(3) Inventory decision for Multi-merchandise. Such as
AMIYA (1981,1986) studied

multi-merchandise inventory decision of limited storage space

sequential and
and with price discounts. The book "Inventory Control and
Management" written by Donald (2003) proposed intuitive
algorithm of inventory decision for multi-merchandise under
the condition of limited-space storehouse and inventory
decisions under the condition of limited inventory investment.
Such as Dan Shao, Yeming Zhou, Haitao Hu and Xiaoyong
Liu studied (2007) studied stochastic storage policy for
multi-merchandise under the condition of limited-space
storchouse, Yunguo Lin (2007) studied random inventory

model of perishable items in a limited storage capacity.

In fact, when the enterprise making the stock decision of
limited storage capacity, it should choose the optimal option
by comparing the economy of different options. Discussion of
the current literature is limited to a situation of order quantity
and the order cycle, lack of comparison of different options. So

this paper discusses the stock decision of limited storage

MIME2011



capacity under deterministic demand, by comparing the

economy of different options choose the optimal option.
2. PROBLEM DESCRIPTION

In order to simplify the study, the demand and ordering
lead time are certain. Typically, companies use EOQ model to
determine the most economical order quantity to replenish
storage. There are three options when economic order quantity
exceed storage space: (1) order by storage capacity, allowing
the stockout; (2) when the demand exceeds inventory storage
capacity, considering the rental of warehouses; (3) expansion
of the warehouse. Then calculate the daily average cost of
three options and select the minimum cost option as optimal

decision.

To calculate the economic order quantity and average cost
under the various options, this paper makes the following

assumptions:

(1) Demand on the inventory system is a constant rate r;

@)
quantity of Q every T;

®)

(4) Order cost is R and unrelated to the order quantity.

Known lead time, and is constant LT, order the

No price discounts at procurement and transport;

3. THE AVERAGE DAILY COST UNDER THE ALLOWABLE
STOCK-OUT CIRCUMSTANCES

Allowing the out of stock under the above assumptions,
and let Clost be unit shortage loss of unit time. Let M be
storage capacity, To be order cycle time. When the damand
rTo>M, the order quantity will be M according to the storage

and it can only meet the damands of T time segment, that is

1

tr=M, and shortage loss is 2 Clost (To-t) (tTo-M) , the total

cost of every order cycle is

M 1 HM 1
Rt (Wt G Tp-MT-)=RT ™+ G (=MT)

The average daily cost is
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LR HM G (Tp = M7 1)

C, ()=
aw(Z.) 7 T 27,
M
R HIM C;ﬂ.rl(Tor_M)(Z;_7)
=__ 47
7, 27, 27,

Formula 1

Applying the method of doing the first-order derivation
4C(7)

over the formula 1, let d]; , and get
_ 2rR+ H M+ C, M
o 2
27 Clos Formula 2

2 is the most economical order cycle according to

the circumstance of the first option. And at last, the minimum

average daily cost can be obtained by substitution of the

2 into formula 1.

4. THE AVERAGE DAILY COST AND ORDER QUANTITY UNDER
THE RENTAL OF WAREHOUSES CIRCUMSTANCE

At this point, stock-out is not allowable. By rental of
warehouses we can solve the problem of storage capacity
shortage. Then calculate the most economical order quantity
and order cycle. On the basis of the assumptions in part 2, let
Ht be storage fee of unit items per unit time by using their own
warehouse and let Hl be storage fee of unit items per unit time
by using leased warehouse, in general H1> Ht. Therefore, the
first consumption of inventory will be the rented warehouse
inventory, maintaining inventory cost is linear function of

stock.

Let CL be the unit costs for warechouse, M be the storage
capacity and (QI-M) be the storage quantity of the rented
warehouse. To make them general, let rt be consumption
quantity and r be random variable. This model can solve

similar stochastic inventory problems.

The storage cost of a rented warehouse for an order cycle is

(O-M)

0

(Q/—M—rf)a’f:%@—M)z
7



M is the storage quantity of own warehouse and storage
does not change during time (QI-M) /r before every ordering
cycle. This makes the storage cost of own warehouse for an

order cycle is

Q )c/l‘—HM(ZQ, M)

-M
H,Mg’r +H_[(y/ oy (M =1z~
Considering ordering cost R, the total cost of every order

cycle under this circumstance is

+ 22 00 - any+ Ze(g -y
2r 27

The average daily cost is

M2 Hr7
Cul) = 4 (= H) ~(H, = H) M+ =
/

7 Formula 3

Applying the method of doing the first-order derivation

4C,(7) _

over the formula 3, let d]; ,and get
2R
= J7+
7 Formula 4
2Rr
g = \/ +(1- 4, M’
4, / Formula 5

/" is the optimum economical order cycle according to

g

economical order quantity. And at last, the minimum average

the circumstance of the second option, is the optimum

daily cost can be obtained by substitution of the ]7 into

formula 3.

5. THE AVERAGE DAILY COST AND ORDER QUANTITY UNDER
THE EXPANSION OF WAREHOUSES CIRCUMSTANCE

At this point, stock-out is also not allowable and we choose
expanding warehouse to solve the storage capacity insufficient
problem. Similarly , on the basis of the assumptions in part 2,
let TI=QI/r be ordering cycle, CI be the unit cost of investment

to expand the warehouse. The investment cost of building
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warehouses is CI (QI—M) by taking no account of time value

of capital. The total storage cost of an order cycle is

/e+Hj (O, - rddt+ CAO,— M) = R+ =L 40", CA0,- M)
2r
The average daily cost is
R Hr7, M
C[,W(T,) A A Cr— ¢
7; 2 7 Formula 6

Applying the method of doing the first-order derivation

a’ay(T)
over the formula 6, let d]; , and get
. 2R-CM)
]; = T
", Formula 7
21 R-C M)
g - [
4 Formula 8

7

is the most economical order cycle according to the

g

order quantity. And at last, the minimum average daily cost

circumstance of the third option, is the most economical

can be obtained by substitution of the “/ into formula 6.

6. EXAMPLES OF APPLICATION

An enterprise for a certain material warechouse capacity M
is 400 pieces, rate of day demand r is 100 pieces, ordering cost
R is 3500 yuan per time, the fee of using own warehouse Ht is
2.8yuan per unit per time, the fee of renting warehouse Hl is
3yuan per unit per time, the unit costs of expanding warehouse
Cl is 2 yuan, the unit shortage loss in unit time Clost is 4 yuan.
The enterprise have three choices: (1) ordering according to
the storage capacity (400 pieces); (2) unallowed stock-out, can
(3) unallowed

warehouse. We need to analyze the economical efficiency of

rent warehouse; stock-out, can expand

three kinds of options, select the lowes expenses of the option.


app:ds:to%20analyze
app:ds:economical%20efficiency

Option 1: ordering according to the storage capacity. Using
the formula 1 and 2 ,get daily average expenses and the most

economical ordering cycle in this option:
Coay(T,) =1242(yuan)
7 =4.7(days)
0= M =400( preces)
Option 2: renting warehouse. According to the fomula3, 4

and 5 , get the average daily expenses, the most economical

order quantity and cycle in this option:
Coay (T)) =1377(yuan)
Q,* = 494( pieces)
77 = 4.9(days)
Option 3:expanding warehouse. According to the fomula6,

7 and 8,

cycle in this option:

get the average daily expense, order quantity and

C oy (T,) =1430(yuaan)
Q,* = 439( pieces)
7 = 4.4(days)

The lowest average daily expense is the best, so choose
ordering as the storage capacity ,ordering quantity be 400

pieces, ordering cycle be 4.7 days.
7. CONCLUSION

Through the above analysis, when the enterprise making
the actual decision of storage, it should not only consider the
optimum order quantity and ordering cycle in one specific
order scheme, but also should analyze the existing proposed
schemes for economical comparison to determine the most

economical storage solution.

This paper studies the certain demand and ordering cycle
schemes comparison, in fact, to demand and ordering cycle
under uncertainty, can use the same ideas to solve. Also, in this
paper, There is no consideration of the time value of fund,
during the practice, short-term projects don’t need to consider,

or need to consider the time value of fund.
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Abstract - SiC-B4C-TiB,-G composites were prepared with
graphite flake, SiC, B,C and TiO, powders by in situ synthesis
and hot-pressed at 2000 ‘C, and effect of graphite flakes mass
fraction on the microstructure, mechanical properties of the
composites were investigated. It was shown that the fracture
toughness was improved due to the introduction of graphite flake,
whereas the flexure strength and hardness decreased. The
density and flexure strength decreased, however, fracture
toughness increases with graphite flake mass fraction increasing.
The density, flexure strength and fracture toughness of the
composite was 2.81 g/cm’, 2764 MPa, 5.5+0.4 MPa'm'?,
respectively, with the graphite flake of mass fraction 20 wt.%.
However, The density, flexure strength and fracture toughness of
the composite was 2.81 g/cm3, 2764 MPa, 5.5£0.4 MPa'm'?,
respectively, with the graphite flake of mass fraction 65 wt.%.
The toughening mechanisms are crack deflection and branching
as well as stress relaxation near the crack tip. Although graphite
flake can reduce flexural strength compared to SiC-B,C based
ceramics, but newly created TiB, particles, which were initially
very fine and active, both provide additional driving force for
sintering and increases flexural strength of the composite for
TiB, particle of smaller sizes led to improved densification. The
results here pointed to a potential method for improving fracture
toughness of SiC-B,C based ceramics.
Keywords: SiC-B,C-TiB,G; graphite flake;
mechanical property;
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1. INTRODUCTION

SiC possesses unique combination of thermo-mechanical
properties which makes it one of the most suitable structural
ceramics for both high- and low- temperature applications [1].
However, wider application of SiC as structural material is

Honggiang Ru, Jidong Cai
Key Laboratory for Anisotropy and Texture of Materials
(Ministry of Education),

Northeastern University,
Shenyang City Liaoning Province, 110004 China

ruhq@smm.neu.edu.cn caijidong024@163.com

limited by relatively low fracture toughness and service
reliability [2, 3]. One of the methods of improving fracture
toughness of SiC is the reinforcement with particles having
different elastic and thermal properties such as B,C [4], ZrB,
[5] and TiB, [6].

Furthermore, it is well known that lamellar domain type
of microstructure contribute to the fracture toughness of
materials. Recent studies have demonstrated that the inclusion
of lamellar graphitic phases as inter layers in carbon, metal
matrix or ceramic matrix can drastically increase the damage
tolerance of the material, imparting a large increase to the
fracture toughness of the carbon or metal body [7]. The
graphite flake is an attractive material for high temperature
applications due to its high strength, high modulus, layered
structure that allows for self-lubrication, excellent thermal
shock resistance, and high fracture toughness [8]. X. H. Zhang
et al, fabricated graphite flake-ZrB,-SiC by hot pressing, and
found the fracture toughness was improved due to the
introduction of graphite flake [9]. A. R. Mirhabibi et al
showed that the apparent work of fracture could be increased
by a factor of more than 5 times with 10-15 vol.% graphite
flakes of various dimensions [10]. Y. F. Sun et al, found the
mechanisms for improving the toughness is to incorporate
weak interfaces into the material which act to deflect
propagating cracks and promote crack bridging [11].
Nevertheless, up to date, there are only a few papers devoted
to the study on SiC matrix composites toughened by the
graphite flake.In this paper, we have prepared SiC-B,C-TiB,
composite toughened by the mass fraction 20 wt. %~65 wt. %
graphite flake (SiC-B4C-TiB,-G) by hot pressing. The TiB,
particles were created by the internal synthesis involving
TiO,, B4C and graphite as raw materials [12, 13]. Newly
created TiB, particles, which are initially very fine and active,
both provide additional driving force for sintering and
increases fracture toughness of the SiC-B4C-TiB,-G

* This work was supported by the Natural Science Foundation of Liaoning, China #20072026; Supported by the Basic Research Fund for the Northeastern
University #N090302005; Supported by the China Postdoctoral Science Foundation #20090451271; Supported by the National Natural Science Foundation of
China #50872018, and the Program for Chang Jiang Scholars and Innovative Research Team in University #IRT0713.
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composite. As well as, the effect of graphite flake on the
microstructure and mechanical properties was analysed.

II. EXPERIMENTAL
The raw materials used are graphite flake (p=2.20 g/cm’,
purity > 95%, mean diameter dso = 5~10 pum , thickness
1.0~1.5
Heilongjiang province, China), a-SiC (p=3.20 g/cm’, purity >

um, Huasheng graphite factory, Jixi city,

98%, mean diameter dsy = 1.5~2.1 um, Tangshan Hexagon
Co., Ltd , Tangshan city, Hebei province, China), B,C
(p=2.50 g/cn?’, purity > 95%, mean diameter dsp = 1.3 um,
Juxin Superhard Materilal Co., Ltd, Dalian city , Liaoning
province, China. ) and TiO, (p=3.90 g/cm’, purity >99.99%,

mean diameter dsy=0.1~0.3 pm, Baotou rare earth institute,
Baotou city, Inner Mongolian Autonomous Region, China)
powders. The compositions of raw materials of SiC-B,C-
TiB,-G composites (mass fraction %) was listed in Table I,
phenol formaldehyde resin was used as the binding agent.

TABLE I COMPOSITIONS OF RAW MATERIALS OF SiC-B,C-TiB,-G
COMPOSITES ( MASS FRACTION % )

Sample w(graphite w(SiC) w(B4C) w(TiO,)
flake)/% /% /% /%
SBTG20 20 61.7 12.3 6
SBTG35 35 49.2 9.8 6
SBTG50 50 36.7 7.3 6
SBTG65 65 24.2 4.8 6

The composites were prepared as described as follow.
Firstly, the powder mixtures were ball-mixed for 24 h in a
plastic container using high purity Al,Os balls and ethanol as a
mixing media. After mixing, the obtained slurry was dried and
screened. The resulting powder mixtures were compacted
under a uniaxial load of 15 MPa in a graphite mould. The SiC-
B4C-TiB,-G composites were in situ synthesized using hot
pressing, first heated at 1450 °C for 3.6 ks and then at 2000 C
for 2.7 ks under a uniaxial load of 30 MPa in a vacuum of 30
Pa, using the impulsion hot pressing furnace (Jinxing Co.,
Ltd , Jinzhou city Liaoning province, China). The heating rate
was 5 C/min. The relative density of the composite was
investigated using the Archimedes’ method. The phases of the
composite were identified by X-ray diffraction using Cu Ka
radiation (A=0.154178 nm). (XRD, X’Pert Pro MRD,
Panalytical B.V., Holland). The microstructures were
observed by optical microscope (GX71, Olympus Optical Co.
Ltd., Japan), scanning electron microscope (SEM, SSX-550,
Shimadzu Corporation, Japan). The phase compositions were
identified by energy dispersive spectroscopy (EDS) analysis.
The flexural strength and the fracture toughness were
evaluated using hydraulic universal testing machine (WE-
10A, Mts Systems (China) Co. Ltd., China), respectively. The
flexural strength was measured by three point bending tests
(specimen size =40 mm x 4 mm x 3 mm, bend span = 20 mm,
load speed = 0.05 mm/min). The fracture toughness was
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measured by single edge notched beam method (specimen
size=30 mm x 5 mm X 5 mm, notch width = 0.2 mm, notch
depth = 3 mm, bend span = 20 mm, load speed = 0.05
mm/min). All flexural and fracture bars were cut with the
tensile surface perpendicular to the hot pressing direction. A
minimum number of six specimens were tested for each
experimental condition

III. RESULTS AND DISCUSSION

A. Phase analysis

The X-ray diffraction patterns (XRD) obtained from the
polished surface of the hot pressed SiC-B4C-TiB,-G
composites with 20 wt. %~50 wt. % graphite flake sintered at
2000 °C for 2.7 ks were shown in Fig.1. Apparently, the phase
analysis indicated the predominant phases for the as-sintered
composite were graphite, B,C, SiC. It was shown that there is
no TiO, in SiC-B,4C-TiB,-G composites, which indicates that
the formation of TiB, process was basically complete. We can
see that the TiB, phase was present at 2000 °C, the formation
of TiB, was attributed to the reaction of graphite, B,C with
TiO,. The internal synthesis of TiB, was based on the
following reaction (1) which takes place at temperature lower
than the sintering temperature [14].

XRD patterns of SiC-B4C-TiB,-G composites with 20 wt.
%~50 wt. % graphite flake showed no significant change. The
peak intensities of graphite flake increase as he content of
graphite flake increasing.

B,C+2TiO, +3C =2TiB, +4CO1 D
B —Graphite
A-TB, |
O-BC
@® -SiC
&
©
= i SBTG20
g L. ll L ) LS
£ SBTG35
o, A .‘ S.BTG50
SBTG65
| L ] | ]

20

T T
40 60 80

Diffraction angle (26)
Fig. 1 XRD pattern of the hot pressed SiC-B,C-TiB,-G
composites with mass fraction 20 wt. %~65 wt. % graphite
flake sintered at 2000 °C for 2.7 ks

B.  Microstructure

The SEM polished cross-sectional imagines of the hot
pressed SiC-B,C-TiB,-G composites with different mass
fraction of graphite flake were shown in Fig.2. It was found
that the microstructure of SiC-B4C-TiB,-G composite was
characterized by grey TiB,, dark SiC and B4C, as well as the
long and narrow dark graphite flake, with the EDS analysis
[15]. However, it was difficult to distinguish the difference
between B,C and SiC. Furthermore, the hot pressed SiC-B4C-
TiB,-G composites had shown a preferred orientation of the



lamellar microstructure graphite flake, with its basal planes
perpendicular to the hot pressing direction [7]. The mass
fraction of graphite flake had effected on the densification of
the composites obviously. The density decreased with the
content of graphite flake increasing, and the highest density
was obtained with the graphite flake 20wt. %, as shown in
Fig.2a. We can see main lamellar graphite flake inlays in the
SiC, B4C and TiB, ceramic phase mixture. The composite had
low residual porosity, and the interface of graphite and
ceramic tightly combined, which can improve the mechanical
properties of composites notably. The SiC particles located
the lamellar graphite flake was decomposed to Si atoms and C
atoms under the hot pressing condition, and the decomposed
production Si and C atoms should diffuse to the outside of
lamellar graphite flake and generated SiC particles located at

Fig. 2 The SEM imagines of polished surface of the hot prsd

','1;

the graphite and ceramic interface again, as shown in Fig.2a.
The relative density of the composite SBTG35 was still
considerably high in Fig.2b, however, the slots on the
polished surface of the composite SBTG35 were the graphite,
which revealed that obviously pull-out of graphite occurred
during the polishing process, indicating the weaker bonding
within composite due to the presence of soft graphite. We can
see that the densification of SBTG50 and SBTG65 decreased,
it indicates that the graphite flake has not good sinterability.
As shown in Fig.2a, Fig.2b, Fig.2c and Fig2d, the thickness of
lamellar graphite flake increased with the increasing of mass
fraction of graphite flake. The thickness of lamellar graphite
flake of SBTG20 was 3~5um, SBTG35 was 5 um, SBTG50
was 10 um, SBTG65 increased to 15~20 um, respectively.

SiC-BC-TiBz-G omposites with mass fraction

20 wt. %~65 wt. % of graphite flake (A)SBTG20 ,(B) SBTG35, (C) SBTG50, (D)SBTG65.

The fractured surface imagines of composites with
different mass fraction of graphite flake were showed in Fig.3.
It was found that the feature of composites was trans-
crystalline fracture and inter-crystalline cracking. As shown in
Fig.3a and Fig.3b, the deflection and branching of crack were
observed near the interface of the graphite flake and ceramic
phases. In addition, the crack propagation through the graphite
flake was clearly observed for SBTG20 and SBTG35. These
were presumably attributed to both of the weaker bonding
between graphite and other ceramic phases and the weaker
lamination of graphite [9]. It was believed that such
interaction absorbs the energy of crack propagation during
fracture and leads to the improved toughness [15]. The main
reason of the improved toughness is that the crack deflection
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and branching as well as stress relaxation near the crack tip.
The black traces in Fig.3c and Fig.3d were the flaws of
graphite flakes after being pulled out of the composite, and the
pulled out graphite flakes were found as well. It was believed
that the second reason of the improved toughness is the factor
of the work of pulling out of graphite flake increased with the
increasing of mass fraction of graphite flake. A. V. Polotai et
al demonstrated the formation of submicron scale B,C-TiB,
eutectic surface layers via laser processing of ceramic
powders [13]. Their research showed that the B4C-TiB,
system (75mol% B4C) which displays a lamellar-type eutectic
microstructure is a candidate for armor and tribological
coatings where low density and high hardness are stringent
requirements [9, 16].



Our research showed that the mass fraction of graphite
flakes effect on the significantly increase the work of fracture
of the composite. The graphite flake incorporated weak
interfaces of graphite and ceramic into the composites which
act to deflect propagating cracks and promote crack bridging,
which can increase the toughness of brittle ceramic materials
as results listed in Table II. Thus, the incorporfltion of flakes

10 #m

should modify the fracture behaviours by incorporating cracks
into the structure.

The SiC-B4C-TiB,-G composites with the lamellar-type
microstructure should be a new candidate for armor and

tribological material.

of coposites with mass fraction 20 wt. %~65 wt. % of graphite flake

(A) SBTG20; (B) SBTG35; (C) SBTGS50; (D) SBTG65

C. Mechanical properties

The properties (apparent porosity, bulk density, flexural
strength o, fracture toughness K,c) of SiC-B,C-TiB,-G
composites with mass fraction 20 wt. %~65 wt. % of graphite
flake were shown in table 2. It was shown that the density and
flexure strength decrease with increasing graphite flake
content, however, the fracture toughness increased with
increasing graphite flake content. The density, apparent
porosity, flexure strength and fracture toughness of the
composite was 2.81 g/em’, 2.4 %, 27614 MPa, 5.5%0.4
MPa'm'? | respectively, with graphite flake content 20 wt. %
at 2000 ‘C. When the mass fraction of graphite flake was
approached 65 wt. %, the flexural strength decreased to 118+3
MPa, however, fracture toughness rapidly increased to
8.1£0.5 MPa'm'"? respectively. The reason of density
decrease while apparent porosity increased with the increasing
of mass fraction of graphite flake was that the graphite flake
eliminates follow the grain boundary of graphite flake and
ceramic phase in the sintering process. Although it was well
known that density (porosity) strongly affects strength, it was
reasonable to assume that in compositions in which the length
of graphite flake size was much larger than the pore size, the
effect of graphite flake length on strength was more
pronounced than the effects of porosity, As Fig. 3c and Fig.
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3d showed. Although the introduction of graphite flake can
increase fracture toughness, it can reduce flexural strength
compared to TiB,-SiC. The highest strength of 485 MPa was
measured in samples containing 12vol% TiB, reported by D.
Bucevac et al [2, 3]. Accordingly, the reduction in flexural
strength could be attributed to the weaker bonding within SiC-
B,C-TiB,-G composite and lower load transfer due to the
lower strength of the graphite flake as well as the flake acting
as flaw in composite. Furthermore, the strength of SiC-B,C-
based ceramics is reported to be strongly dependent upon
grain size [13, 17]. Therefore, the character and size of
graphite flake (especially in the diameter direction, 10~20 um)
in our work limited the flexural strength, comparing to SiC-
B,C composites. In our work, the TiB, particles were created
by the internal synthesis involving TiO,, B4C and graphite
flake as raw materials, and the presence of TiB, particles
suppressed the grain growth of SiC and facilitated to increase
flexure strength of the SiC-TiB, composite.

Additional, newly created TiB, particles, which were
initially very fine and active, both provide additional driving
force for sintering and increases flexural strength of the SiC-
B,C-TiB,-G composite. Thus, a fine grain size and a uniform
distribution of TiB, particles played an important role in the
sintering and mechanical properties of the SiC-B4C based



ceramics, comparing to G. Magnani et al [18] reported flexure
strength and fracture toughness of a-SiC-B4C are 400~420
MPa, 4.19~4.25 MPa'm'?, respectively. It was shown that
the TiB, particle of smaller sizes led to improved
densification, finer grain sizes, and higher strength of SiC-
B4C-TiB,-G composites.

TABLE2 PROPERTIES OF SiC-B4C-TiB,-G COMPOSITES SINTERED AT
2000 °C FOR FOR 2.7 ks

Sample Bulk Apparent Flexural Fracture
density porosity strength, toughness,
(g-cm™) (%) o,(MPa) K, (MPa-m'?)
SBTG20 2.81 2.4 2764 5.5£0.4
SBTG35 2.64 32 21515 6.110.2
SBTGS0 2.51 5.4 16413 6.810.5
SBTG65 243 8.2 11813 8.1£0.5

IV. CONCLUSIONS

SiC-B4C-TiB,-G composites were prepared with graphite
flake, SiC,B,C and TiO, powders by in situ synthesis and hot
pressing at 2000 C.The results showed that the flexure
strength of the composites decreases while fracture toughness
increases, with the increasing of graphite flake mass fraction.
The effect of graphite flake length on strength is more
pronounced than the effect of porosity and the ceramic grains.
The density, flexure strength and fracture toughness of the
composite is 2.81 g/cm3, 27644 MPa, 5.5£0.4 MPa'm'? ,
respectively, with the mass fraction 20 wt.% graphite flake.
However, The density, flexure strength and fracture toughness
of the composite is 2.43 g/em’, 118+3 MPa, 8.1£0.5
MPa'm'® | respectively, with the mass fraction 65 wt.%
graphite flake.

The graphite flakes lamellar structure of the composites is
formed clearly with mass fraction carbon increasing.

The toughening mechanisms are crack deflection and
branching as well as stress relaxation near the crack tip. The
introduction of graphite flake can increase fracture toughness.
Although graphite flake can reduce flexural strength compared
to SiC-B4C based ceramics, but newly created TiB, particles,
which were initially very fine and active, both provide
additional driving force for sintering and increases flexural
strength of the SiC-B,C-TiB,-G composite for TiB, particle of
smaller sizes led to improved densification. The results here
pointed to a potential method for improving fracture
toughness of SiC-B4C or TiB,-SiC based ceramics.
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Abstract—Based on the first-order shear deformation
theory and finite element method, the piezoelectric smart
composite laminated plates is simulated, and its piezoelectric
transient responsive signals are obtained and analyzed under
the low-velocity impact load. Then, Least Square Support
Vector Machine (LS-SVM) is applied to detect the impact
locations for the piezoelectric smart composite laminated
plates based on the features of piezoelectric sensors’ transient
responsive signals. The results show that, the accuracy of
impact location detection based on piezoelectric transient
responses combined with LS-SVM method is much higher. In
addition, the simulation method can give a certain of guidance
for the practical structural impact damage locations
self-diagnosing.

Keywords —piezoelectric smart structures; piezoelectric
transient response; LS-SVM; impact location detection

I. INTRODUCTION

As a new materials, composite materials has become
widely used in many important areas of engineering
applications such as aerospace, energy sources,
transportation, due to their advantages of low density, high
intensity and so on. However, the damage mechanism of
composite materials is different from that of the common
metals, because composite materials is a kind of anisotropic
and complicated multiphase architecture.  Especially,
composite materials is very sensitive to impact loads. In
order to avoid the severe loss coming of damages in
composite materials, the piezoelectric smart composite
materials and structures is constructed, which mainly
includes the integration of piezoelectric sensors into or onto
the structural materials combined with advanced signal
processing and possibly even control, and can provide an
interesting platform to monitor continuously the structural
damages [1]. During the present research, a general
formulation for composite laminated plates as the principal
part of piezoelectric smart composite materials has been
developed. These formulations include classical laminated
plate theory, shear deformation (first-order and third-order)
theory, layer laminated theory, and 3-dimensional elasticity
theory [2].

In this paper, based on the first-order shear deformation
theory and finite element method, the piezoelectric smart
composite laminated plates is simulated, and its

978-0-9831693-1-4/10/$25.00 ©2011 IERI
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piezoelectric transient responsive signals are obtained and
analyzed under the low-velocity impact load. Then, Least
Square Support Vector Machine (LS-SVM) is applied to
detect the impact locations for the piezoelectric smart
composite laminated plates based on the features of
piezoelectric sensors’ transient responsive signals.

II. SIMULATION ANALYSIS ON IMPACT PIEZOELECTRIC

RESPONSES

The mechanics of piezoelectric smart composite
materials involves the coupling between electric, thermal,
and mechanical effects. In addition to this coupling, it may
be necessary to account for geometric and material
nonlinearities, and other factors. Therefore, the perfect
method used to analyze the above coupling problem is the
numerical simulation method rather than the resolution
method. In all numerical methods, the finite element
method is an important, effective, and widely used method.
In this paper, the finite element method is applied to
analyze the impact piezoelectric responses for piezoelectric
smart composite laminated plates.

The simulation example adopts the fiber-reinforced
carbon/epoxy composite laminated plates
(Gr70%-Epoxy30%, Orthotropic, stacking sequence (0/90)s)
shown in Fig. 1. The composite laminated plates has the
geometrical dimension of Lx=400mm, Ly=320mm,
Lz=0.5mmx4, and its material property parameters are the
followings [3],

E11:108GP3 E22:E33:10.3GP3 o= 0.28
G12:G13: G23:7.17Gpa P = 1389.2 Kg/m3

The composite laminated plates is simply supported on
four sides, and instrumented with 9 piezoelectric patches as
sensors affixed on the surface of the laminated plates. Fig. 1
shows the total distribution of piezoelectric patches used.
The piezoelectric patch has the geometrical dimension of
25mmx20mmx0.25mm, and its material is PZT-5 with the
following property parameters [4],

E11=E22=62GPa G12=G13=23.6GPa G23=18GPa
u=031 ey=en=19.678C'm” p=7400Kg/m’

6811 /Sgo :6322 /égo :533 /ézo =2598
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Fig. 1 Piezoelectric composite laminated plates

The composite laminated plates is subjected to a
semi-sine low-velocity impact load formulated as the

following,
(7
RS
T

where go=IN, 7=1ms, 0<¢<r7.

)]

For the piezoelectric smart composite laminated plates
shown in Fig. 1, the ANSYS finite element method is
applied to establish its geometry solid model, and define
elements’ properties for different parts of the model.
Namely, the composite laminated plates adopts the
3-dimensional solid layer element SOLID46 with 8 nodes
based on the first-order shear deformation theory, and the
piezoelectric patches adopt the 3-dimensional solid coupled
element SOLIDS to couple with the element SOLID46.

Moreover, the SOLID46 element is polarized at Z-direction.

Through meshing and imposing the simply boundary
constraint condition for the above geometry solid model,
the finite element model for the piezoelectric composite
laminated plates can be established as shown in Fig. 2.

ANSYS

FEB 28
20:44:53

FTLEMRNTS

TYPE WM

F

/

Y
S/

Fig. 2 Finite element model for piezoelectric composite laminated plates

Then, the simulation analysis on impact piezoelectric
transient responses for the piezoelectric composite
laminated plates can be carried out under the above
semi-sine low-velocity impact load. For example, if the
load is exerted at the location shown in Fig. 2, the
responsive signals of each of piezoelectric sensors can be
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obtained as shown in Fig. 3. Fig. 3 shows that the
respective signals’ characteristics of different piezoelectric
sensors are closely related to the factors such as sensor
placement locations, impact load locations, and boundary
conditions of plates. Moreover, the signals’ characteristics
mainly include signal peak values (maximum and
minimum), time corresponding to peak values, signal mean
and variance. To differentiate largely the responsive signals
of different sensors, and decrease the computation of
feature extracting, by comprehensively analyzing the
respective signals’ characteristics of different piezoelectric
sensors, the maximum and minimum of signals are
extracted as features. Through compiling and implementing
the post-processing program of finite element, the signals’
features of different piezoelectric sensors can be obtained
as shown Table 1. Table 1 indicates that, because the times
corresponding to peak values (maximum and minimum) for
different sensors’ responsive signals are much more
constant, the times are not appropriate as features to be
extracted, but the maximum and minimum are appropriate
as features to be extracted.

Adopting the above scheme, the low-velocity impact
simulation tests at 85 different locations on the surface of
laminated plates shown in Fig. 1 are carried out respectively,
and the transient responsive signals of piezoelectric sensors
and their features (maximum and minimum) are obtained
under the different locations’ impact.

ANSYS

FEB 28
21:30:00

T
POSTZ6

VALY

(oL T)

Fig.3 Impact transient responses for different piezoelectric sensors
Table 1 Features extracted from different piezoelectric responsive signals
Sensor| Minimum Time coqgsponding Maximum Time congsponding
Number ) to ml(rll)mum ™) to ma();mum

1 -0.8638E-01 0.1000E-02 0.8955E-02 0.3000E-03
2 |-0.4481E-01 0.3500E-03 0.8718E-01 0.1000E-02
3 -0.4431E-01 0.3500E-03 0.5928E-01 0.1000E-02
4 |-0.6577E-01 0.9500E-03 0.9027E-02 0.3500E-03
5 -0.4391E-01 0.3500E-03 0.1271 0.1000E-02
6 |-0.4366E-01 0.3500E-03 0.1142 0.1000E-02
7 |-0.4539E-02 0.3500E-03 0.1843E-01 0.5500E-03
8 [-0.6333E-01 0.1000E-02 0.1347E-01 0.4000E-03
9 |-0.8500E-01 0.1000E-02 0.1282E-01 0.5000E-03




IIT. IMPACT LOCATION DETECTION BASED ON LS-SVM

As a new learning machine, Support Vector Machine
based on Statistical Learning Theory has various types.
Among these types, Least Square Support Vector Machine
(LS-SVM) with the advantages of simpler algorithm, faster
operation speed, etc., is widely applied to pattern
recognition and nonlinear regression [5]. The regression
principle of LS-SVM can be explained as follows:

Consider first a model in the primal weight space of the
following form,

y(x)= 0" p(x)+b @)

xeR", yeR and ¢(): R"—>R"™ is the
mapping to the high dimensional and potentially infinite
dimensional feature space. Given a sample set
{(x“yi), i:1,2,---,l} that needs to regress, we can

where

formulate the following optimization problem in the primal
weight space,

. 1 1 ¢
J(@,8)=— +y— ;
min J(@,8) = 0o 72;& 3)

st. y,=0 o(x)+b+¢&

where y > (0 denotes a real constant used to control the

punishment degree for misclassification. Because
becomes infinite dimensional, this primal problem cannot
directly be solved. Therefore, let us proceed by constructing
the following Lagrangian,

Lob&a)=J08)-Salo o) rbré—y,) @

p

where ¢ are Lagrange multipliers. The conditions for

optimality are given by
oL oL
ow b

o
o¢;

After elimination of the variables @ and &, a set of

oL 0 (5)

da,

s t) s

linear equations can be obtained,

E quy}m ) m

I € R denotes

y=iyrsnl o
T ..
Qij = ¢(xi) ¢(xj) = K(xiaxj)y L, ]= 1,2,' "al .
Solving the above equations, then the resulting LS-SVM
model for regression becomes,

(6)

where 1, =[L;l;-51]e R’ , a unit

matrix, a=[a;;a,; 0]

!

y(x)= z aK(x,x)+b (7
i=1

Based on the above regression model, the unknown data

can be gotten to predict and estimate. Note that in the case
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of RBF kernel K(x’xi) = exp(—Hx—xin /20‘2) , LS-SVM

has only two additional tuning parameters, one is the
punishment factor y >0 , the other is the width of

RBF o > 0. And these two parameters can be optimized by
Genetic Algorithm (GA).

Setting the signals’ features of above different sensors as
the input of LS-SVM, and the corresponding impact
locations as the output of LS-SVM, then the nonlinear
relationship between the sensors’ responses and impact
locations can be established to realize the structural impact
damage locations self-diagnosing. Because two features
(maximum and minimum) are extracted from each sensor, 9
sensors have 18 features under each impact location,
namely (s(1), s(2), ..., s(18)). Therefore, the input layer of
LS-SVM has 18 dimensions, and the output layer has 2
dimensions which denote the values of horizontal
coordinate and vertical coordinate of impact location. Set
49 sets of the above 85 sets of test data as training samples
of LS-SVM, and the other 36 sets as testing samples of
LS-SVM. The test data as training samples and testing
samples of LS-SVM are shown in Table 2 and Table 3.

Considering the above problem’s property, RBF kernel
is adopted as kernel function of LS-SVM. In order to
optimize the tuning parameters (y,5?) of LS-SVM, let us

establish the following error function of impact location
detection for the composite laminated plates,
)

0 p=1

Po

Yy, -7,
=1

— 1
X p X » ‘ . E
A
where x, and y, denote the network actual outputs, x and

g(x,y) = 3

¥, denote the network desired outputs, p;=36 denotes the

number of testing the
A=400mmx*320mm.

Set the inverse of above error function as the fitness
function of GA, namely f(x,y)=1/g(x,y). Based on the

samples, plate’s  area

fitness function f(x,y), GA is applied to optimize the

above LS-SVM parameters (y,5°) according to the

training samples and testing samples. Then the resulting
optimum parameters are (y,o*)=(4,13), under which, the

fitness value is maximum f(x,y)=2608.4, and the

corresponding error of impact location detection is
minimum  g(x, y) = 0.038% Under the optimum

parameters (y,0%)=(4,13), the testing results of LS-SVM

are shown in Table 3. The results show that, the accuracy of
impact location detection based on piezoelectric transient
responses combined with LS-SVM method is much higher.
In addition, the simulation method can give a certain of
guidance for the practical structural impact damage
locations self-diagnosing.



Table 2 LS-SVM training samples

Samples Input samples Output
number Sensor 1 Sensor 9 samples
r 5(1) 52 s (17 5 (18) | X, v,
1 -7.255e-2 2.746e-1 -2.173e-2  1.452e-2 | 50 40
-3.728e-2 3.371e-1 -1.727¢-2 6.319¢-3 | 100 40
48 -1.727e-2 6.319¢-3 -3.728e-2  3.371e-1 | 300 280
49  |-2.173e-2 1.452e-2 -7.255¢-2  2.746e-1 | 350 280
Table 3 LS-SVM testing samples and testing results
Samples Model inputs Actual | Desired
number Sensor 1 Sensor 9 outputs | outputs
P sp(1) 5, (2) s (17 58 | % » | X, ¥,
1 -1.17e-2 3.96e-1 ... -1.34e-2 2.75¢-3 | 764 59.7 |75 60
-1.17e-2 3.29e-1 ... -6.19e-3 4.27e-3 [129.4 56.9 |125 60
35 [-6.19e-3 4.27e-3 ... -1.17e-2 3.29e-1 [270.6 263.1|275 260
36 -1.34e-2 2.75¢-3 ... -1.17e-2 3.96e-1 |323.6 263.3 325 260

Iv.

As a new materials, composite materials has become
widely used in many important areas of engineering
applications due to their advantages of low density, high
intensity and so on. However, the damage mechanism of
composite materials is complex, and especially sensitive to
the impact loads. In this paper, based on the first-order
shear deformation theory and finite element method, the
piezoelectric smart composite laminated plates is simulated,

CONCLUSION
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and its piezoelectric transient responsive signals are
obtained and analyzed under the low-velocity impact load.
Then, Least Square Support Vector Machine (LS-SVM) is
applied to detect the impact locations for the piezoelectric
smart composite laminated plates based on the features of
piezoelectric sensors’ transient responsive signals. The
results show that, the accuracy of impact location detection
based on piezoelectric transient responses combined with
LS-SVM method is much higher. In addition, the
simulation method can give a certain of guidance for the
practical structural impact damage locations
self-diagnosing.
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Abstract - Modern machining companies constantly face the
challenges of quality and cost pressures as well as the ever
increasing global awareness of social and environmental issues
that affect the manufacturing of machined parts. For companies
to remain competitive and sustainable in the future they need to
develop new techniques which reduce the environmental impact
of manufacturing. Conventional wisdom [1] states that it is
essential to use flood coolant to reduce thermal shock on the tool
tip during end milling, as intermittent cooling increases this
effect. End milling dry is preferred to milling with too little
cutting fluid for this reason, especially for carbide tool tips.
Previous experimental evaluation of Minimal Quantities of
Lubrication (MQL) when applied to an end milling operation has
proved to be inconclusive as to the effectiveness. The cause is
believed to be ineffective heat removal from the cutting zone. The
research presented in this paper represents the initial
experimentation involved in developing a suitable alternative
approach to using copious amounts of cutting fluid during end
milling. It has been found from cutting tests that eliminating the
cutting fluid entirely has not been practical: the most promising
results have been derived from a combination of air cooling with
the addition of small amounts of vegetable oil.

Index Terms — environmental issues, flood coolant, thermal
shock, Minimal Quantities of Lubrication, air cooling.

I. INTRODUCTION

The machining process involves removing unwanted
material from the workpiece in the form of chips, and is one
of the principle methods of manufacturing. According to
Childs et. al. [2] the wealth of nations can be judged by their
investment in machining. However, the high reliance on
traditional liquid cutting fluid to prolong the tool life has
resulted in environmental, ecological, health and cost issues. It
is known that traditional liquid coolants employed in metal
cutting processes accounts for up to 17% of the cost of
machining due to the initial cost of the fluid and the eventual
disposal cost of the fluid. This demonstrates the urgency for
the manufacturing industry to seek machining techniques that
reduce the amount of coolants used, or eliminate them
altogether. The machining parameters selected to determine
the effectiveness of the cooling methods are based on the tool
tip manufacturer recommendations. This study uses a single
point milling cutter to aid with the analysis of the cutting
action due to the combined intermediate cutting action of a
multi tool tip.

978-0-9831693-1-4/10/$25.00 ©2011 IERI
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The customary end milling process uses copious amounts
of liquid coolant, with the liquid coolant being used to
increase the tool life and to improve the workpiece surface
finish. Unfortunately, even with the recognition of the
aforementioned benefits a more environmental tool cooling
method is sought. Simply reducing the amount of coolant used
is not a viable solution for end milling due to the intermittent
nature of cutting action at the tool tip, as thermal shock at the
tool tip would increase. In order to minimise the consequences
of thermal shock a cooling method that can remove the
generated heat during the entire cutting cycle is required.

A number of alternative cooling methods have been
trialled to help improve the machining performance, resulting
in some success. One such method is called minimal quantities
of lubrication (MQL) [3]. This is where an extremely small
amount of lubricant is blasted by air onto the tool. There have
been very few articles published which use MQL in end
milling compared to that of turning. The challenge for MQL
has been to show that tool life is compatible with that of
traditional flood cooling. The cold air (vortex tube) and MQL
have shown to have improved tool life, cutting force, surface
finish and chip shape during turning machining tests. A novel
cooling approach is examined in this paper where the cutting
tool is continually surrounded by cold air with the addition of
MQL to reduce the cutting friction. Very few papers are
available on cold air assisted end milling or MQL. A research
paper by M. Rahman et. al. [4] examined the design of a new
cooling system which used liquid mist and air. The results
showed that the performance of this cooling system was better
than that of traditional flood coolant under certain cutting
conditions. For example the tool wear obtained by this new
cooling method was found to be lower than that for flood
coolant at low feed rates and low cutting speeds. The average
surface roughness of the workpiece is lower at higher feed
rates, and at higher cutting speeds the average surface
roughness of the workpiece was compatible to that of flood
coolant. Previous research [5] has shown that the dry cutting
force is greater than flood coolant or chilled air cooling
methods. This research endeavours to show the effectiveness
and suitability of different methods of prolonging tool life
during the high-speed end milling of 1040 steel. The Taguchi
method [6] was used to strategize the experimental procedure
and optimized the experimental parameters. This was
completed by using an orthogonal array of the cutting
parameters used in the cutting tests.
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II. CUTTING TESTS AND SET-UP

The metal cutting tests consisted of a Leadwell vertical
machining centre (V-30), a Kistler three component
dynamometer (Type 9257BA) and a Yokogawa CW140
clamp on power analyser. An Airtx vortex tube (Model
20008) with an inlet pressure of 85 psi supplied chilled air at a
temperature of -5°. The compressed air used was supplied
from the workshop air line. The MQL was delivered from a
Uni-max cutting tool lubrication system which distributed
atomised coolube metalwork lubricant to the cutting zone.
This system operates on the same principle as a Serv-O-Spray
allowing the lubricant to be sprayed from a single air source,
which allows adjustment to the amount of lubricant delivered
to the cutting zone. A traditional emulsified cutting fluid
(Cocol ultra cut) was used for wet machining, and the cutting
tool selected for all of the tests was a Sandvik single tip tool
(R390-012A16-1L) with a coated tungsten carbide insert
(R390-11 T3 08M-PL 1030). All cooling nozzles used during
the tests were kept at approximately 25 mm from the tool
during all tests. A single tooth cutter was selected to avoid the
influence of tool run out on the flank wear, and to simplify the
analysis of the tests. The workpiece was clamped onto the
dynamometer that in turn was secured onto the machine table
of the vertical milling centre. Cutting forces were then
recorded onto the computer’s hard disk for later analysis. Fig.
1 shows the cutting test set-up.

Fig. 1 Machining set-up.

Metal cutting tests were carried out using three cooling
conditions; cooled air (CA), minimal quantities of lubrication
(MQL), and cooled air combined with minimal quantities of
lubrication (CA+MQL). The best practice cutting path was
used to produce the machined face ensuring that the tool tip
was constantly removing 70% of the material along the tool
path. The cutting forces and power were measured for each
face machined with the cutting power being recorded at the
positions shown in Fig. 2.
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Fig. 2 Tool path

In this research the tool failure criteria applied to the cutting
edges were:

1. Catastrophic failure or localised chipping.
2. Flank-wear greater than 0.4 or total edge fracture.
3. Dramatic change in tool forces and cutting power.

All tool tips were examined for wear after the machining of
each test sample by using a tool maker microscope, and the
surface roughness of the work-pieces were measured by a
Mitutoyo portable stylus type surface roughness tester.

III. RESULTS AND DISCUSSIONS

The cutting conditions used (see Table I) in this research
were selected to reflect typical working environments, in
order to determine the effectiveness of the cooling parameters
in production.

TABLE I
Cutting Test Settings
Cutting Feed
Speed Dm?nC Rate Cooling Parameter
m/min mm/min
220 3 480 Cold air (CA)
3 480 Minimal quantities of lubrication
235 MQL)
Cooled air combined with minimal
250 3 480 quantities of lubrication (CA+MQL)

In an attempt to prove the success of cold air combined with
MQL in production it is first necessary to measure the wear at
the extreme operating cutting conditions. Conventional dry
milling and flood milling is used to set the bench mark for the
cooling processes as they are the two extreme positions.
Previous research conducted by M. Rahman et. al. [7] has
shown MQL to be compatible to that of flood coolant for
cutting conditions within the following range: cutting speed
75 to 125 m/min, feed rate 0.01 to 0.03 mm/tooth, and a depth
of cut (DOC) of 0.35 to 0.7 mm. Fig. 3 shows the flank wear
and surface roughness recorded for a feed rate of 0.015
mm/tooth, and depth of cut (DOC) of 0.35 mm. When
contrasted with the production cutting conditions it found that
the flank wear had increased as expected, and that MQL was
not as effective due to the higher cutting temperatures.
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Fig. 3 Effect of cutting speed on tool wear and surface roughness by M.
Rahman [4]

Using Taguchi’s experiment design method [8] reduces the
cutting tests to nine conditions while not compromising the
robustness of the cutting test results. The combination of
cutting test conditions and cooling parameters (are shown in
Table II) for each experimental cutting test. Column A
represents the cooling parameters with 0 representing air
cooled, 1 represents MQL and 2 represents MQL+AC.
Column B represents the cutting speed with 0 representing a
lower cutting speed, 1 represents the recommended tool tip
cutting speed and 2 represents a higher cutting speed.

Table II
Orthogonal Test Array
Cutting Test No. A B
1 0 0
2 0 1
3 0 2
4 1 0
5 1 1
6 1 2
7 2 0
8 2 1
9 2 2

All cutting tests had their cutting force and power recorded for
each test sample twice, producing copious amounts of data.
An extract of this data is used in this paper to demonstrate the
effectiveness of each of the cooling parameters.

(b) Four coolin nozzle+MQL
Fig. 4 Cooling Parameters

(a) VT+MQL

From previous research [9] it was found that the one cold air
nozzle Fig. 4(a) combined with MQL produced improvements
in the machining operations but was still subject to thermal
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cracking reducing the tool life. The additional air cooled
nozzles reduced the thermal cracking substantially as the tool
tip was now being cooled in all cutting directions.

E § &8 & B

Fig. 5 Typical Forces Output From Dynamometer

The dynamometer allows the cutting forces to be analysed for
each of the cooling parameters as shown in Fig. 5, where the
X (blue), Y (red) and Z (pink) axis shows the magnitude of
the forces, with corresponding increases identifying tool wear.
Fig. 6 shows the average force for one test condition (1) over
the range of cooling parameters (0, 1&2). A dry and flood
cutting sample is included for reference purposes in Fig. 6 and
7.
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=¥ Air cooled+MQL (2)

Force (N)
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Fig. 6 Cutting forces

Fig. 6 shows that the cutting forces for the cold air cooling are
the lowest for the three cooling parameters used over the three
samples. This however was not demonstrated by a similar
reduction in the cutting power as shown in Fig. 7. This
apparent difference between measured force and power is due
to the power being the cutting power and the force being one
vector of the cutting force. The most inclusive illustration of
which cooling parameter is the most effective is shown by
which one gives the most reduction in tool wear. All the tool
tips were examined under the microscope after machining of
each sample, and a picture was taken to record the wear before
continuing to machine. Typical wear of the tool tip is shown
in Fig. 9. The cutting power gives a good indication of the
cutting performance as the power rises with respect to the
wear on the tool. However, determining the effectiveness of



the cooling parameters cannot be judged simply by
considering one function only e.g. cutting forces, as metal
cutting is a very complex system to analyse. Therefore, it is
necessary to include all important tool parameters when
specifying the best cooling method.
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Fig.7 Cutting power for sample 1 at position 5

Finally the surface finish was examined for all samples, which
showed that all samples were in the limits for semi-finishing
operations. The wear mechanism for each sample correlated
well with the surface roughness data as shown in Fig. 8.

B Air cooled+MQL (2)
2 OMQL (1)
E 1 O Air cooled (0)
(7] W Flood
0 0.1 0.2 0.3 0.4 0.5

Surface roughness (Ra)

Fig. 8 Cooling parameters surface roughness (pm)

(a) Cold air (0)

(b) Cold air + MQL (2)

Fig. 9 Tool tip wear

IV. CONCLUSIONS

End milling is a machining process that has proven to be
extremely difficult to eliminate traditional cutting fluid
because of the intermittent cutting action leading to thermal
cracking. To reduce this effect the tool tip was constantly
surrounded with cold air as well as a small quantity of
vegetable oil to reduce the cutting friction. The nature of the
heat generating process makes it impossible to eliminate
thermal stress within the tool tip. The goal of this research is
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to prolong the tool life for dry machining. Although air
cooling with the use of a small amount of vegetable oil is not a
totally dry process it is quite close. It is interesting to note that
M. Rahman et.al. [5] found that dry cutting produced the
highest cutting force with a depth of cut of 0.35 mm and
cutting speed of 75 m/min, whereas in this research dry
cutting was close to air cooling. The power used during each
of the cutting operations gives a better direct indication of the
effectiveness of the cutting process than can be obtained by
analysing the dynamometer force readings. The results have
shown that Cold airtMQL can be used to increase the tool life
even with normal production cutting speeds, feed rates and
depths of cut are used. Using this method of machining helps
make metal cutting more sustainable. Further work is
necessary to examine how efficient air cooling is with other
milling tools and materials.
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Abstract: On the base of the laboratory experiment, in
conditions of different drip irrigation flow and spacing, the
infiltration of soil water with two-point-source is measured.
The researchers studies the drip irrigation flow and spacing
have effects on the shape of the interference infiltration
wetting soil .+ the water distribution and the law of its
movement of wetting soil. The result indicates that at the
beginning of the settlement, the wetting soil shape is close to
W-shaped. As time goes on, the shape turns into a semi-
elliptic and circular; The horizontal and vertical movement
distance of soil wetting front accords the quadratic
polynomial function well with infiltration time on the
intersection side; As infiltration time prolonging, the
horizontal and vertical movement velocity decreases; When
the time of irrigation is long enough, vertical distance in the
interference interface is greater than that in the center of
emitter; Soil moisture content of convergence in the interface
is greater than that at the same soil depth. The result of study
has certain guidance functions to the systematic design

theory of different roots drip irrigation.

Key word: two-point-source infiltration, interference

infiltration, Emitter flow, Emitter spacing.
I. INTRODUCTION

Drip irrigation technology has been recognized as a
water-saving technology, many scholars have paid much
attention on theoretical and experimental research of
point-source free infiltration [1-5]. But many studies
found that the fine roots of deep root plant distributed
between 0-60cm in depth and within 250cm in horizontal
direction [6-12]. Generally the space between fruit trees is
3-4 meters, and the roots of fruit trees are deeper.
Sokalska found that the yield of fruit tree was 23% higher
in two-point source drip irrigation than in single point
source drip irrigation [6]. Gerstl study the distribution of
herbicides in Soil in a simulated drip irrigation system,
through analyzing the concentration of herbicide in the

*Corresponding author

renshumei@126.com

wet body, the distribution of soil moisture and herbicides
[13]; Pascual Romero studied under subsurface drip
irrigation, water stress had effect on root density, fruit
growth and fruit abscission [14];
comparing dry land conditions and drip system, the roots

Fernandz found

within the wet soil zones near the drippers. The highest
root densities occur in wet zones, down to 0.6m depth, the
most abundant being the <0.5mm diameter roots. The
most intensive root activity was also found in wet zone
[15]. Therefore, it is necessary to study the regularity of
water flow in two-point source drip irrigation system with
different flow and drip emitter space, which can provide a
theoretical basis for drip irrigation system designing for
plants with different roots.

II. TEST MATERIALS AND METHOD

A. Test materials

This experiment was carried in the experimental hall
of China Agricultural University from March to June,
2009. Soil samples were taken from Beijing’ s holly
orchard. Dried and crushed before trial, after over 2mm
sieves, the center of emitter, the soil texture has been
classified by international standard, the composition of
soil particles was shown in Table 1.

TABLE [ Basic physical parameters of soil
0.05-1 0.002-0.02
29.2

soil type (mm)

sandy loam soil (%)
B. Test System and Methods
Experimental system contained water supply systems

and soil box. The rectangular soil box was made by
transparent organic glass (120cm > 80cm > 60cm); water
was provided by the Mariotte bottle; the dripper discharge
was controlled by adjusting knob or changing the needle
size under the constant water head.10cm thick gravels
were put( with a diameter of 0.5-2cm) at the bottom of the
soil box, the treated soil was put into the box by bulk
density 1.4g/cm, the thickness of each layer was 10cm,
five layers, soil was loaded as even as possible. To
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prevent the effects of evaporation, temperature and other
factors on the readings of first layer sensor, soil moisture
sensors in the first layer were placed 5cm below the soil
surface, experimental installation was shown in Fig.1.
When irrigation started, the two drippers discharged at the
same speed. The horizontal and vertical migration
distances of wetting front during different duration of
irrigation were recorded; wetting front was drawn from
the side of the box. When the two wetting fronts were
confluence, the case of wetting front (confluent time,
confluent depth and water content) were recorded.
Beginning dipping, the movement law of wetting fronts
and the distribution of water content were observed.
According to the distribution of plant roots in the
horizontal

direction, the experiment contained the

following four treatments, as shown in Table II.

emi tter

"

test soll sample

0

L0,

SENSOT ~

T Ry
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B O - o R

Fig.1 Experimental Installation Picture

Table Il Multi-source drip irrigation treatments

Emitter spacing (cm) Emitter flow(L/h)
40 2
40 4
60 2
60 4

[T RESULTS AND ANALYSIS

The process of two-point source drip irrigation
infiltration was divided into two stages: the first stage was
before the intersection of the two wetting fronts; the
second stage was after the intersection of the two wetting
fronts.

A. the shape of wetting soil
Fig.2 was the profile chart of wetting soil near the
intersection along drip tape, with a space of 40cm, and a
flow of 2L/h and 4L/h. this chart was one-fourth of the
entire profile, the figures on the curves were wetting

front migration time (min).

The wetting front shape near the intersection was
approximated to two discrete half-oval or semicircular

(Fig.2), which was related to the flow. When flow did not
*Corresponding author

exceed the soil infiltration capacity, only matric potential
gradient acted in the horizontal direction; in the vertical
direction, not only matric potential gradient, but also the
role of gravity gradient acted. Because very little water
infiltrated in the initial stage, the function of gravity was
not significant, the infiltration rates in both directions
were very similar, the shape of wetting front was semi-
circular (Fig.2a); When flow was larger than the soil
infiltration capacity, surface water occurred, the migration
velocity in the horizontal direction increased, but the
depth of water in vertical decreased, the shape of wetting
front was semi-elliptical (fig.2b).

horizontal distanceCem)

0

5

10

10

wvertical dimension( cm)
15

a0
verticsl dimension( con)

15

(a) flow 2L/h (b) flow 4L/h
Fig.2 Wetted front shape

Figure 3 was the profile chart of wetting soil after the
intersection along drip tape, with a space of 40cm and
60cm, and a flow of 2L/h and 4L/h. Fig.3 was half of the
whole profile, vertical axis was the interface between the
two wetting fronts, the figures on the curves were wetting

front migration time (min).

(a) Spacing 40cm, flow 2L/h (b)) Spacing 40cm, flow 4L/h

horizontal distance (an) horizortal distance (cm)
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(c) Spacing 60cm, flow 2L/h

(d) Spacing 60cm, flow 4L/h

Fig.3 wetting front migration process after convergence
As shown in Fig.3, the first intersecting point was at
a certain depth below the surface. The greater the flow
was, the smaller the space would be, the shorter the time
required for intersection, the smaller the distance to the
surface would be. Fig.3a showed that the convergence
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time was 220min, the convergent point was 13.5cm below
the surface; Compared with Fig.3b, if the flow rate
doubled, the convergent time was reduced by 20min, the
distance was reduced by 2.9cm; when the intersection
occurred, the vertical distance between the center of
emitters and convergent interface were respectively 7.4cm
and 9.7cm larger than the situation in Fig.3b. When the
emitters dropped for 320min, the differences were Ocm
and-0.4cm. We could conclude from the above analysis
that when the spaces were the same, large flow made the
root system absorb water earlier, and wetting front in the
vertical direction was larger, which was advantageous for
the roots to absorb water. When the intersection occurred,
the wetting front shaped like the letter W- meaning the
wetting front of intersection interface bent significantly.
The differences became smaller and smaller through time,
which was because the water near intersection interface
did not infiltrate to other side in the horizontal direction.
Accelerating the migration of wetting front in the vertical
direction and reducing the distance between them made
the wetting fronts which between the two emitter into a
zonal distribution; In Fig.3, under the condition of large
spacing and small flow, the degree of wetting fronts
intersection was low and the bending was obvious. It
could also be obtained from Fig.3 that the flow and
emitter spacing both had great influence on the bending of
wetting front. The greater the flow and the smaller the
spacing were, the lesser obvious the bending would be.

It could be concluded that the two-point source drip
irrigation system with a space of 60cm and a flow of 4L/h
was suitable for fruit trees and other deep-rooted plants.
By analyzing experimental data, we could obtain that flow
and emitter spacing had great influence on soil moisture at
the intersection interface. For example, when Stopping
irrigating over 24 hours, comparing soil moisture between
spacing 60cm, flow 2L/h and 4L/h, It showed that in the
center of emitter, the latter one was 0.82% more than the
former one; in intersection interface, the latter one was
6.27% more than the former.

Therefore, the flow could be increased to meet water
demand of deep-root plants.

B. The movement law of wetting front of two-point
source drip

Fig.4 is the wetting front migration law graphs with
the spacing 60cm, flow 2L/h and 4L/h, before stopping

*Corresponding author

dripping below the emitters.
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Fig.4 the wetting front migration process in
center of emitter

In Fig.4: with the increase of dripping time, both
horizontal and vertical infiltrating distances of wetting
fronts increased, the speeds decreased, which was due to
the bulk of the wetted soil was small in the initial phase of
infiltration, forming high matrix potential gradient at the
front of wetting fronts, the rate of wetting front was
quicker, With the increase of wetting body bulk, the
matrix potential gradient was smaller, resulting in the
decreasing of wetting front moving rate as the time went
by [12].The measured data of various combinations were
fitted, which showed that the mean square deviation of the
power function relationship of the horizontal, vertical
moving distance and infiltration time were larger than
0.95.

Through analyzing, the wetting front movement law
of one-point source was not the same with the law of two-
point-source, this was because the water at the intersection
interface of two-point-source formed two wetted soils.
Fig.5 shows the relation of the horizontal and vertical
infiltrating distance and time, with a space of 40cm and a
flow of 4 L/h. The figure showed that after convergence,
as the time went on, the horizontal and vertical distance at
the convergent interface increased, the rate decreased
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gradually, which was the same with the law of one-point
source. The linear function between the infiltrating
distance (horizontal and vertical) and time existed by
fitting the data, which was different from the results that
the relation between the infiltrating distance (horizontal
and vertical) and time was power function [16-17], was
the same to the result of Sun Hainan’s [18], this difference
might be caused by different soil properties, flow rate, and
spacing.
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Fig.5 the interface migration process of interface
As the plants such as corn, wheat and cotton plants,
the roots distribution of which are shallow, the depth of
the roots are mostly no more than 40cm, and in the
horizontal direction, As the plants such as corn, wheat and
cotton plants, the roots distribution of which are shallow,
the depth of the roots are mostly no more than 40cm, and
in the horizontal direction, they mainly distribute in the
cylinder with a radius within 20cm [19-22]. Using these
four combinations of irrigation system to irrigate, when
irrigation depth was 40cm, the time required were 724min,
545min, 625min and 378min, the horizontal distance
calculated by the fitting equation were 30cm, 47cm, 34cm
and 39cm. Using the equation to calculate the vertical
distance at interface, the results of which were 45cm,
61cm, 72cm and 49cm. Considering root respiration and
root distribution, the drip emitters spacing 40cm, flow of
4L/h could be selected for the irrigation system of shallow
root plants, and the drip emitters spacing 60cm, flow of
4L/h could be selected for the irrigation system of deeper
roots plants. The deep-rooted plants should be planted at
the intersection interface of the two emitters, because the
maximum moisture in vertical distance was at interference
interface.
After stopping dripping, the water more than the field
capacity still
redistributed. Fig.6 shows the relation between the

migrated, and water in wetting soil
distance (vertical and horizontal) and time after dipping,

*Corresponding author

with a space of 40cm, and a flow of 4L/h. The figure
shows that both at the center of emitters and the
intersection interface, the wetting front migration speed
had undergone great changes after dripping. Especially in
the horizontal direction, after stopping dripping, the speed
became almost zero in a short time. This was due to
deficiency of outside water source as driving forces;
because of the gravity in the vertical direction, the wetting
front was still migrating, infiltration water met the demand
of deeper roots. At the intersection interface and the center
of emitter, the wetting front migration distance and time
after dripping water accorded with power function by
analyzing experimental data, the fitting effect was shown
in Fig.6.

When stopping irrigating over 24 hours, comparing
the shape of spacing 60cm, flow 2L/h and 4L/h; as to flow
2L/h, the maximum length of wetting soil was 138.94cm,
the vertical distance of emitter center was 43.5cm, the
vertical intersection interface distance was 37.2cm; as to
flow 4L/h, the corresponding length was 146.2cm, 40.1cm
and 40.1cm. By comparing the two sets of measured data,
It could been seem that the larger the flow was, the more
uniform wetting front at bottom would be, and the larger
the ratio of width to depth of wetted soil, which was
according with the distribution of plant roots.
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Fig.6 wetting front migration process after stopping dripping

C. The water distribution of wetting soil after
intersection
It can be found from Comparing of test data that flow
and distance have great influence on moisture at the
interface. stopping  dripping,
comparing the spacing 60cm, flow 2L/h and 4L/h wet
body moisture, at the central of emitter, the latter was

0.82% more than the former, at the interface the latter

For example, when

was6.27% more than the former. Therefore, the flow can
be adjusted to meet the deep-root plant.
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It was found that at the same depth, the maximum
water content was at the interface, which could meet the
needs of fine roots-fine roots were near to main root [6-8,
11]. Fig.7 shows the relation of the moisture content and
time at the center of emitter and intersection interface,
25cm below the surface, emitters with a space of 40cm,
and flow 4L/h. When irrigating 150min, the moisture was
11.8% at the interface, the emitter center was 22.21%,
with the irrigation time, the more the intersection
confluence, the larger the moisture at the interface. When
irrigating 300min, the moisture reach 29.86% at the
interface, the center emitter only 23.96%, the former was
5.9% more than the latter, This is one of the reason why
planting the deep roots of plants at the interface.

minterface M®Memitter center

soil water content (%}

150 200 250 300
time (min)

Fig.7 time and moisture content relationship(after convergence)

After stopping irrigating, the water in the wet body
still migrating, but the migration law has been great
changed, the wet body which was closer to surface, the
moisture was larger than that in field, the water still
moving as gravity action, so the moisture was decreasing
and wetting front edge moisture content was increasing.
Fig.8 shows the change of the soil moisture at the center
of emitter, with a space of 40cm, and a flow of 4L/h,
15cm and 45cm below the intersection interface. Just
when stopping dripping, the moisture was 23.24% in
central emitter and 26.77% at the interface 15cm below
the surface, after 4140min, corresponding moisture were
16.86% and 19.97%, which were smaller than the former
and the larger drop at the interface as gravity action. When
just stop irrigating, 15c¢cm below the surface, the moisture
was 18.26% at the interface and 9.5% in central emitter
which was near to initial water content, after 4140min,
16.28% 14.79%.

Therefore, when using the drip irrigation system to

corresponding moisture were and
irrigate, there was no need to continue supplying water
until it reached the roots at the bottom, this might result in
deep percolation and water waste, there were few roots

exceeded a certain depth, and there was no need to irrigate
*Corresponding author

too much water. So when the water infiltrates to a certain
depth, stop irrigating, and make the infiltrated water of the

wet body meet the water demand of deep roots.
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Fig.8 time and moisture content relationship
[TI. CONCLUSION

(1) Wetting front shape before intersection was two
discrete half-oval or semi-circular, which was related to
the flow. When the intersection occurred, the wetting front
shaped like the letter “W”. After a certain time, the
wetting soil between the two emitters was in a zonal
distribution. Though analyzing, the greater the spacing
and the greater the flow were, the more flat the wetting
front would be; the smaller the spacing and the smaller the
flow were, the more narrow and deeper the wetting fronts
would be. Therefore, it could be designed different drip
irrigation systems according to the distribution of plant
roots, which could save water.

(2) Wetting front migration law: in the center of
emitter, the distance (horizontal and vertical) and time
accorded with power function; at the intersection interface
after intersection, they accorded with linear relationship;
after stopping dripping water, the distance (horizontal and
vertical) and time accorded with the power function; at the
interface after intersection, the wetting front migration
rate at the interface was greater than the center of emitters.
When the flow and spacing were appropriate, the
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infiltrating distance at the interface in vertical direction
was greater than that at the center of emitter. For deep-
rooted plants, they should be planted at the interface of the
two sub-interfaces.

(3) Distribution of soil moisture: the soil moisture at
wetting front edge was close to initial soil water content;
after intersection, the maximum water content at the same
depth was at the interface; after stopping dripping, the
wetting front continued to spread around; the soil water
content near emitter decreased; while soil water content at
the edge of wetting front increased; combining this law
with the distribution of plant roots, stopping irrigating
when the water reached a certain depth, infiltration water
met the needs of deep root water requirements, which
could prevent the phenomenon of deep leakage.

This experiment showed that the emitters with a
space of 40cm and a flow rate of 4L/h drip irrigation
systems could be used to irrigate shallow root plants, the
emitters with a spacing of 60cm and a flow rate of 4L/h
drip irrigation systems could be used to irrigate deep root
plants such as fruit trees. By doing this, water could be
saved and the water need of roots could be met.
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Abstract - In the business conditions of today, many organi-
zations experience a stressed need for rapid organizational re-
sponse to changes, especially in crisis situations that can cause a
significant loss of performance and competitiveness, and even
work termination or a business crash. One way for organizations
worldwide to deal with changes in business can be presented as
organizational resilience. This paper emphasizes the importance
of improving management of keystone vulnerabilities including
connectivity and propose new model for that which consider in-
formation and communication technology (ICT). Through the
case study are presented interconnections between organizational
resilience indicators and ICT impact on them. The organiza-
tional resilience values are quantified which is base for calcula-
tions of further resilience improvement.

Index Terms - ICT, resilience, keystone vulnerabilities

I. INTRODUCTION

The latest changes on the world market such as new
trends and global crisis have a great impact on positioning or-
ganizations on the market. These new conditions caused
many changes in the society and make very strong influence
on the sustainability of many organizations. In order to over-
come current challenges, many organizations based their busi-
ness on the concept of organizational resilience [1]. It origi-
nated in the study of ecosystems [2], and later it was the sub-
ject of study in biological, economic, organizational and in-
formation systems.

In the literature that treats resilience, there are more ideas
that identify concept of resilience from another point of view.
In that way, the ecological resilience, engineering resilience,
social resilience, and organizational resilience can be distin-
guished [3]. The history was dominated by empirical observa-
tions of ecosystem dynamics interpreted in mathematical mod-
els, developing into the adaptive management approach for re-
sponding to ecosystem change [4].

These concepts are developed in different scientific areas
and have their own structure but their laws are increasingly
common to the all concepts. Gallopin [5] proposed a concep-
tual model of vulnerability, resilience and the capacity of re-
sponse. According this author, resilience is addressed to the
capacity of response and system vulnerability. The signifi-
cance of resilience is recognized worldwide, and its directions
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and advices are presented in many guidelines and standards
[6].

The concept of the organizational resilience is given by
McManus [7]. In her PhD thesis, organizational resilience is
presented as a function of an organization’s situation aware-
ness, identification and management of keystone vulnerabili-
ties and adaptive capacity in a complex, dynamic and inter-
connected environment. In this research, the quantification of
organizational resilience is given through the three group indi-
cators - Situation Awareness, Management of Keystone Vul-
nerabilities and Adaptive Capacity.

The contribution of this paper is developing the new mod-
el for improving connectivity through information and com-
munication technology (ICT) in organizations. Connectivity
is identified as indicator of the keystone vulnerabilities which
is part of the overall resilience of the organization.

Il. PROBLEM DESCRIPTION

Improved hardware and software solutions are becoming
easy available and that is the reason of their relatively fast im-
plementation in different segments of organizations. These
solutions are usually computers with high performances, com-
munication hardware and software, database systems and da-
tabase management systems, etc., where the improvements are
related to speed, capacity, security, accuracy, reliability, etc.

These new solutions can represent improvement and risk
in the same time from the aspect of resilience. Researchers
are making everyday effort in order to shed light on this scien-
tific field.

Pham and Jordan [8] emphasize the importance of infor-
mation technology (IT) capability, organizational capability
and core capabilities from the resilience perspective. Also,
they discuss about improvisation concept, especially in crisis
situations. The positive result of improvisation is learning: (1)
how to improve, (2) through the re-utilization of improvisa-
tion, (3) through the action component of improvisation. On
the example of IT use in an insurance company, they analyzed
the various situations and actions taken in the process of IT
solutions improvisation. Also, they analyzed the necessary
competencies at the level of the company for successful im-
provisation.

MIME2011



Scott et al [9] discuss the aspect of enabling technology
for organizational resilience through the development of vir-
tual teams using enabling technologies such as video - confer-
encing. They investigated supporting innovation in the virtual
teams, video - conferencing with the influence on resilience.
The examples of implementing XP in the multicultural confer-
ence, collaborative problem - based learning environment
were found to be extremely important.

Consideration of the expansion of the resilience concept
on the entire economy is generally given by Opstal [10]. In
this report, Council on Competitiveness for corporate execu-
tives, the top 10 risk priorities are presented: (1) Reputation,
(2) Business interruption, (3) Third party liability, (4) Supply
chain failure, (5) Market environment, (6) Regulation / legis-
lation, (7) Talent (8) Market risk, (9) Physical damage (10)
Merger acquisition.

In many cases organizations integrate key business proc-
esses through the appropriate individual software solutions
and thus enable complete flow of information in the organiza-
tion. They are primarily focused on internal processes, but
may include transactions with the environment (customers,
suppliers). When this situation is analyzed from the resilience
perspective it can be concluded that information and organiza-
tion systems have much in common.

The basis for this is the fact that information system is
model of a real system and therefore it reflects the structure
and workflow of a real system business organization [11].
Relations among resilience components of organization
(SAo - Situation Awareness of organization, K\Vo — Man-
agement of Keystone Vulnerabilities of organization and
ACo — Adaptive Capacity of organization) and IS (SAi -
Situation Awareness of 1S, KVi — Management of Keystone
Vulnerabilities of IS and ACi — Adaptive Capacity of IS)
could be recognized as interconnected (figure 1).

SAo

organization

SAI1

Fig. 1 Relations among resilience components of organization (O) and infor-
mation system (1)

Resilience indicators are divided in three large groups and
they have strong interdependence which is presented in the ta-
ble 1.
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From the perspective of improving resilience, there is a
need for increasing knowledge and transparency of business
processes in order to quickly detect a significant disturbance
of the system, which can increase vulnerability of the system.
The model which is going to be presented in this paper has in-
tention to improve Management of Keystone vulnerabilities
and indirectly Adaptive Capacity of organization.

I11. THE MODEL FOR IMPROVING CONNECTIVITY IN
ORGANIZATIONS

In accordance with the increased competition on the glob-
al level, organizations need to learn and quickly adapt to the
new technologies such as the group of information and com-
munication technology.

Favorable conditions of procurement and maintenance of
ICT equipment affect the possibility of faster replacement of
the old ICT equipment in the long run. Globalization has
shorted the time of procurement of ICT equipment as well as
time needed for installation and trial run. Maintenance of ICT
equipment is increasing in the perspective of quality because
of the wider service network, the speed of eliminating con-
flicts of ICT equipment and this all improve the reliability and
effectiveness of organizations.

This creates the conditions for changing the nature of
work, which is becoming less direct and more indirect because
of increasing levels of automation. Also, the share of out-
sourcing in the realization of products has increasing nature.
Application of ICT impacts on redefining of the organization
in a way of [12]: new and improved product capabilities, new
industry order and business models, improving the supply
chain, impact on Manufacturing (WCM, LEAN, virtual manu-
facturing), impact on finance and accounting, impact on hu-
man resources management and training.

Better communication is a requirement when creation of
relationships with external stakeholders (customers, suppliers,
state, etc.) is the goal. This is typical of the role of ICT, which
is provided by modern extranet solutions such as B2B, B2C,
B2E, B2G, etc. In this case the integration is done at the level
of data and information. Increased level of resilience can be
obtained through the improved Management of Keystone Vul-



nerabilities. Model for improving connectivity which is one
of identified vulnerability sources of every modern organiza-
tion is presented on the figure 2.
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Fig. 2 The model for improving ICT impact on organizational culture

In this way organizational culture becomes more based on
lateral relationships: Direct contacts, Task forces, Teams, In-
tegrating roles, Managerial linking roles, Matrix organization.

With increased usage of ICT, the degree of process con-
trol is increased which is associated with a large number of
organizational units (departments).

ICT impact on increasing awareness of the vulnerability
and resilience through:
the feeling of helplessness of employees in the event
of failure or component of ICT fraying around ICT
(ICT solutions must be reliable),
trust in the fast recovery of organizational system that
provides ICT solutions based on: built-in communi-
cation with stakeholders, use of specific procedures
supported by ICT, confidence in technological im-
provements and”technological wizards”.

Both characteristics of awareness of the vulnerability and
resilience of ICT are present in every enterprise. Which of
these is dominant depends on the degree of impact of ICT on
the performance, sustainability and the concept of ICT in
terms of organizational resilience.

IV. THE CASE STUDY IN SERBIA

The proposed model with reliable ICT solutions are ap-
plied to business processes in 12 organizations in Serbia. The
organizations belong to the same economy branch and they
match as small and medium organizations. They are selected
in a random manner. Before that, the level of organizational
resilience is obtained by using the model of McManus [5].
This quantification is based on the data collected during 2010.
On the figures 3, 4 and 5 are presented obtained results before
implementation of the model.
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Fig. 3 The relationship between measured indicator of the Management of
Keystone vulnerability (Connectivity) and indicators of Adaptive capacity
(Silo Mentality Management)

On the figure 3 is presented relationship between Connec-
tivity and Silo Mentality Management. The correlation be-
tween these indicators is very high and has the value 0.897.
The analysis shows that dependence between these two indi-
cators can be presented as linear. The dpt * sdnmthat describes
this relationship is: y = 0,73333 + 0,637037x.
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Fig. 4 The relationship between measured indicator of the Management of
Keystone vulnerability (Connectivity) and indicators of Adaptive capacity
(Communications and Relationships)

On the figure 4 is presented relationship between Connec-
tivity and Communication and Relationships. The correlation
between these indicators is very high and has the value
0.804449. The dpt * smmthat describes this relationship is: y =
1,133333 + 0,459259x.
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Fig. 5 The relationship between measured indicator of the Management of
Keystone vulnerability (Connectivity) and indicator of Adaptive capacity (In-
formation and knowledge)

On the figure 5 is presented relationship between Connec-
tivity and Information and knowledge. The correlation be-
tween these indicators is very high and has the value
0.852013. The dpt * dnmthat describes this relationship is: y =
0,6 + 0,622222x.

According the calculated correlations and derived equa-
tions, improving of organizational resilience is going to be
significant. For example, if improvement of Connectivity is
20%, indicators of Adaptive Capacity — Silo Mentality and
Management, Communications and relationships, Information
and Knowledge might increase from 5 to 20 %.

V. CONCLUSIONS

In the past few years the ICT sector are mainly developed
on the basis of the process requests, although there were situa-
tions when offered ICT solutions exceeded the needs and re-
quirements of the process. That was initial base for informa-
tion systems designers to propose new ICT solutions for the
development of certain processes.

In this research, the resilience of information systems in
organizations wasn’t the subject of analysis. Further research
will be directed in that way.

This paper investigated the relations between Connec-
tivity on the one side (which is identified as one of the organi-
zation’s Keystone Vulnerability) and Silo Mentality Manage-
ment, Communications and Relationships, Information and
Knowledge on the other side (which are indicators of Adap-
tive
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Capacity). Since there is the strong impact between these re-
silience indicators, the new model for improvement is pro-
posed. Expected improvements can be described in percents.
It cannot be present as determined values because every or-
ganization may experience some difficulties during implemen-
tation of proposed model. In some cases, improvement of
KV5 indicator — 10 % will impact on AC1 with increasing of
minimum 10 % and in the other organization this expected ra-
tio will be 10% - 20% but in some organizations it may hap-
pen that new model will not have so significant impact of AC
indicators. Confirmation of expected results will be obtained
in the next survey in the studied organizations. Further re-
search will cover bigger example in order to acquire more
precise and reliable data.
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Abstract — Under the circumstance of cloud computing
network, there is a higher flexibility of resource pool task flows
needed for the diversity and stochastic character of service
objects’ demand and there is also a big challenge of the flexibility
of resource pool task distribution needed for them. It is one of
important ways to satisfy this demand by distributing multi
resource pools to realize service task assignment at the same
time. In order to settle the problems of the multi service object
selection and its task assignment of multi resource pools flexibly
from the systemic angle to build the rational computing network
and improve the operational efficiency of cloud computing
system, based on the analysis of the multi service object selection
and assignment, a method by using decomposing algorithm to
select the multi service objects and assign the service tasks among
them are put forward in this paper in order to realize the
comprehensive optimization object. Finally, the validity and
feasibility of the method are tested by a decision case and there is
a satisfaction result.

Index Terms - Cloud computing. Multiple service object
selection. Multiple task assignment. Decomposing algorithm.

|. INTRODUCTION

Cloud Computing is a new computing mode for business.
Its character is to distribute the complicated computing tasks
into the resource pool composed of lots of computers in order
to make every application systems obtain their essential
computing ability, the related memory room and software
service [1]. The concept of Cloud Computing springs up in
2007 which is the development of Parallel Computing,
Distributed Computing and Grid Computing. It is a business
development and implement of these computing science
concepts [1].

Comparing with the traditional computing science
methods, Cloud Computing has obvious virtues. For example,
it is a super computing mode based on internet and can
integrate lots of data and processor resource of lots of
distributed computers to work together. As a burgeoning
method of sharing basic frame, it can provide every kind of IT
service by linking huge system resource pools. This character
warrants that enterprise can switch resources into the required
application and visit the computer and memory system on
demand [2].

The reason of people taking care of Cloud Computing is
that its process power can compete with the super computer
and it can provide huge data memory room based on little
customer expenditure. Cloud Computing can help users not to
worry about their IT cost will be washed out and can reduce
the total energy sources consumption [2]. For all of these
advantageous of Cloud Computing, we can see that this
concept has been made attention by enterprises and scholars
[1-5]. For example, reference [2] summarized six factors for
promoting the development of Cloud Computing which are
user-centered, task-centered, powerful, intelligent, the
feasibility of infrastructure and the program ability of parallel
software and so on. Reference [3] discussed the concept and
characteristics of Cloud Computing from the perspective of
building IT platform. Reference [4] and [5] give interpretation
and analysis of Cloud Computing still from the perspective of
basic concept.

Although more research discussed for the concept and
characteristics of Cloud Computing, but still need the in-depth
analysis of operational and implementation method for this
computing model. In this regard, an important question is how
to determine reasonably the dynamics task allocation among
multiple users and multiple resource pool and this is a classic
optimization problem of many to many options and task
allocation. In order to explore an effective way to optimize,
this paper proposes a modelling method and using
decomposed arithmetic [6] to solve the problem based on the
analysis of the task distribution in resource pool.

1. ANALYSIS OF TASK DISTRIBUTION IN RESOURCE POOL

In Cloud Computing, in a given period of time, for more
specific service objects, selecting more than one resource pool
to achieve the decomposition and allocation of service tasks is
an effective means to enhance operational efficiency. This is
determined by the complexity deployment and distribution
caused by the diversified needs of Cloud Computing. As a
specific period of time until, the required target of service
objects to resource characteristics of Cloud Computing and to
the operational efficiency of service are different so that
different resource pool in different service objects, its
comprehensive service cost, comprehensive service efficiency
and other evaluation for both supply and demand yield are

* This work is partially supported by the national natural science foundation of China under Grant #71072148, the national natural science foundation of Beijing,
China under Grant #9102011 and the national social science foundation of China under Grant #08BJY078.
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different. In this case, selecting rationally multi service objects
to make task coordination and distribution of resource pool
dynamically from the prepared service objects can not only
reduce the total cost of the cloud computing operating system,
improve system efficiency, but also improve the flexibility of
service flow of Cloud Computing.

To make comprehensive analysis on resource allocation
in multi resource pools and makes full optimization have more
important characters. The following will establish an
allocation optimization model and validated algorithm to
describe and analyze this multi-target selection and resource
allocation optimization process in task pool.

I11. OPTIMIZATION MODEL

We suppose that in Cloud Computing, the number of
every kinds of resource pools can be integrated that provided
by service main body in some special period is n, we record
them as (1, 2, ..., n). The number of the prepared service
objects is w. As the comprehensive service cost,
comprehensive service efficiency and other characters
reflecting the service demand of different service set
composed dynamically of different resource pools are
different, so, how to select and make decision to the styles and
amount and to make rational task scheduling and distribution
are most important. Suppose that in this decision process, we
will choose m prepared service objects to meet their service
demands of the comprehensive service characters of n
resource pool.

Let eij denote the comprehensive indexes of the service
object i(i=1,2,...,w) to different resource pool j(j=1,2,...,n) in
Cloud Computing system. They are including several indexes
such as the comprehensive service cost, comprehensive
service efficiency and other needed indexes. The smaller the
better its value is. We introduce two groups of 0-1 variables:

y {1, selecting i as service object
o,

not —selseting i
‘- {1, the service of i is provided by j
ij 0’

orherwise
Then the above problem can be described as:
min i ieu X;
i=1 j= (1)
st. i X; = 1,
@
o ®)
s 4
)(IJ Y € {0,1} (5)

i=12,---,w.j=12,---,n

Equation 1 is the objective function that selecting m
service objects (see the constraint 3) to complete the dynamic
task allocation and make the comprehensive index minimum.
Constraint 2 ensures that every prepared service object should
be served by a particular resource pool; Constraint 4 ensures
that if we not choose service object i, there would be not j
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serve to i. We introduce the following solution method [6] to
solve this problem.

IV. SOLUTION

A. Solution process
We make the constraint (2) as a complex restriction. To
every r, =(r,,-z, ), We can define problem R(z,) as follows:

W n W n
mmzzcuxu +ZZ”UJXU _Zﬂ-ﬂj
i1 e =t
St Sy =m
i=1
X <Y,

Xy, €{01}s i=12-,w; j=12,.n
We know that the best solution of R(ﬂo) meet the
following relationship:

" :{yl, c, + 1y, <0, ©)
! 0, otherwise
Therefore, if we define:
CZ,» = min{cil +7rol,0}, (;, = ilc;,
Then R(z,) can be written as: )
min ;6, Yo (7
s.t. éyi =m, ®)
Y, e{g,l}; i=12,,w 9)

If we find the best solutions of the Equations (7) to (9),
we can determine the value of the x; by equation (6). Then if

we assume that ¢, has be arranged as:

¢, <c, <---<¢

We can prove that the best solution y, of R(z,) is
Yor =Yoo == You =1
Yo; =0, j=m+Ll--n.

We can determine the best solution {y,,,x,, } of R(z, )

through this and equation (6).
We define the sub-program P(y) to every 0-1 vector

y =(y,,---y,) which meets the equation (3) as:

Xo(y): minéécij X; (10)
st x, =1 (11)
0<x; <y, i=12-w; j=12,-n (12

Define the spouse program D(y) of P(y) as:

w n

maxé;rj DI A

ERE
st. 7z, —m; <¢C,

Ty 2 0,
We can write the best solutions of P(y) and D(y) as to

R(r, ). That is we suppose y meet:
V=Y. ==Y,

i:1121'“1W; j:]-izl'”ln
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Yoa = Yz ==Y, =0.
Define ¢, =minc,,s=12,---,n > then the best solution of
P(y) is:
i=12,---,w; j=12,---,n
We can determine the best solution of D(y) as:
:ci‘j, j=1,2,"',n ,
i=12,---,m; j=12,---,n
7, =max{0,c, —¢, |
i=m+1---,w, j=12,---,n
Set all the acmes of the polyhedron
U= ﬂZ(ﬂ'j,ﬁij}ﬂ'j -r; <¢

T

01

i

T

T ZO,}
i=12,---,w; j=12,---,n

i

are 7', teT, , then the problems (1) to (5) can be
transformed to a equivalent IP:
min- x,(y)
=minmi fj}”;c”xu|xiJ meet equationlllz}
y i=1 j=1
=min max{zn‘,ﬂj —iizzijyiKﬂj,ﬂ”)eU}
y j=1 i=1 j=1
= minf, 37, - 33 7y, < %, (7,7, )eU,
j= i<l j=
éy, =m,y, € {0,1} }
=min{x Y7 -Y>x'y, <x,teT,,
= A

>y, =my, {01} }

i=1

To every Qc T, , we define the relaxation problem

P(Q) of (IP) as:

%(Q)=min{x,[S.7' =33 7'y, < x,,t€Q,

i=1 j=1

04§

1 t
>
;

n

1N

iyi:m’yie

=1

B. Steps of Solution

Based on the above analysis, we give the
decompose algorithm as follows:

Step 1: take ay and let it meet

Sy, =m,y, {01
Solve P(y) and D(y), let (z!,z!) the best solution of D(y),
let Q=1{1},i=1.
Step 2: Solve R(;r‘), let its best solution be (xJ y,*)
Step 3: Solve P(y") and D(y"), let their best solutions

steps of

be (x]y) and (ﬂji[]) let their objective functions be

xo(y*).
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Step 4: if j=12,---,n, we have z; =, then stop the

algorithm. (x]y) is its best solution. Otherwise, solve

R(”J) let its best solution be [x.,,yij :

*

Step 5: if i=12,---,w, we have y, =y, then stop the
algorithm. (xjy) is the best solution. Other wise turn to

Step 6.
Step 6: we select one from Step 6.1 and Step 6.2.

Step 6.1: let 7" =7z;, Q=Qufi+1}, i=i+1>
turn to Step 2.

Step 6.2: solve P(Q), let its best solution be y , its
best value be x,(Q).

Step 7: solve P(yj and D()}j let their best solutions

be (xi‘j,yi) and (ﬂ'i,ﬂ'ijj

Step 8: if Xo(i’):Xo(Q)’ then stop. (x;j,yi) is the best
solution of the multi-supplier selection problem in multi-
material. Otherwise, let z!" =z, » Q=Qufi+1} i=i+1
turn to Step 2.

We can see from the two selections in Step 6 that we can
solve the problem through different ways.

V. APPLICATION AND CASE ANALYSIS

To test the effectiveness and feasibility of the method,
here give a simple example to verify. In a specific period of
time, there are 10 enterprises need to obtain information
resource services via Cloud Computing. Main service
suppliers provide dynamically 15 kinds of resource pools for
its use based on different characteristics of every enterprise
and their service demand. First, we need to select four
resource pools to allocate the tasks of 15 enterprises based on
the character of the resource pool dynamic set. To facilitate
resource management, improve operational efficiency, we
make decision that each resource pool will serve one
enterprise for the time being, but the same enterprise can also
obtain service from multi resource pools. Let the
comprehensive index e; (this value has been normalized)
denote different enterprise obtaining different service from
different resource pool as shown in Table 1 and 2.

At the same time, let w =10; m =4; n =15 by analyzing
from the above data.

We take the beginning value
y=(Y,, Y5, ¥y )= (0,1,1,0,0,01,0,1,0) according to the

solving steps.

TABLE |



VALUE OF THE COMPREHENSIVE INDEX €ji

ree pool| 2 3 4 5 6 7 8
Enterpr’
P, 0.909 [ 0.447 [ 0.291 [ 0.712] 0.383 [ 0.810 | 0.643 | 0.804
P, 0.885 | 0.357 | 0.233 | 0.373 | 0.597 | 0.737 | 0.969 | 0.292
P, 0.748 | 0.221 | 0.897 | 0.082 [ 0.012 [ 0.542 [ 0.749 | 0.248
P, 0.718 | 0.528 | 0.157 | 0.632 | 0.545 | 0.675 | 0.799 | 0.797
Ps 0.678 | 0.453 | 0.232 | 0.675 | 0.655 | 0.565 | 0.500 | 0.876
Ps 0.535 | 0.315 | 0.266 | 0.999 | 0.987 | 0.876 | 0.453 | 0.234
P, 0.134 | 0.509 | 0.731 | 0.414 | 0.543 | 0.456 | 0.678 | 0.789
Ps 0.925 | 0.295 | 0.795 | 0.290 | 0.680 | 0.672 | 0.454 | 0.458
Ps 0.413 | 0.515 | 0.876 | 0.961 | 0.113 | 0.304 | 0.931 | 0.777
P 0.491 | 0.309 | 0.129 | 0.988 | 0.711 | 0.388 | 0.246 | 0.675
TABLE Il
VALUE OF THE COMPREHENSIVE INDEX € i
ree pool) g 10 11 12 13 14 15
Enterpr
P, 0.493 | 0.346 | 0.961 | 0.103 | 0.389 | 0.974 | 0.793
P, 0.730 | 0.821 | 0.680 | 0.650 | 0.965 | 0.206 | 0.748
Ps 0.710 | 0.339 | 0.810 | 0.423 | 0.876 | 0.543 | 0.987
P, 0.336 | 0.748 | 0.231 | 0.667 | 0.455 | 0.617 | 0.567
Ps 0.987 | 0.676 | 0.343 | 0.234 | 0.123 | 0.676 | 0.650
Ps 0.987 | 0.234 | 0.400 | 0.876 | 0.500 | 0.560 | 0.346
P, 0.686 | 0.992 | 0.673 | 0.490 | 0.278 | 0.413 | 0.569
Ps 0.555 | 0.808 | 0.453 | 0.667 | 0.342 | 0.104 | 0.432
P 0.492 | 0.533 | 0.258 | 0.952 | 0.901 | 0.734 | 0.890

We select the 2, 3, 7, 9 enterprises to obtain the services,
by calculate P(y) and D(y), through the Step 2 to 8, the best
solution is:
00 00 00
00 00 00
01 11 01
01 01 01
00 00 00
00 00 00
00 00 00
01 01 01
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
|11 ol 11 0l 01 11 11 01 0l 0l 0l 11 0l 01 O1]

That is we select the enterprise 3,4,8,9 to provide service
and the total index is 3.861. The task distribution is shown in
Table 3.
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TABLE 1l
THE TASK DISTRIBUTION
112314567 (|8]9]10f11]12|13|14]15
P [ R v v
P4 N N
Py VIV
Po [ v VI v

Note: “\" is the distribution of the service tasks.
V1. CONCLUSION

Cloud computing is not only a product of the
development of modern computer science, but also an
effective mean for enterprise obtain complex market
information and make scientific decision. How to give a
dynamic allocation scientific and rational decision of
dynamically distributing multi resource pools to multi users is
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of great significance in achieving the task decomposition,
avoiding information congestion and improving the
computational efficiency. This paper presents an adaptive
multi-target strong resource pool selection and multi-task
allocation decomposition algorithm. From the application
results, this method has the advantage of global optimization
from a systemic point of view. It can facilitate comprehensive
evaluation of multi-object selection and service needs of the
task allocation decision-making, can improve the selection
efficiency of the process of rationing and can enhance the
reliability of decision-making results. In the analysis based on
the ideas and methods, we can deploy in-depth analysis and
research around Cloud Computing.
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Abstract - This study focuses on determination of the optimal
step-over value in MAP of AZ31B magnesium alloy. Since the
different magnetic flux density and tangential force are
generated according to distance from the center of magnetic tool,
improved surface roughness is different. Therefore, to get the
uniform surface roughness on workpiece, it is necessary to
determine the optimal value of step-over. In this study, the
second order response surface models for surface roughness
according to distance from tool center were developed, and then
optimal parameters with the maximum improved surface
roughness for each radius were determined by the genetic
algorithm and simulated annealing. To get the uniform surface
roughness, the best step-over was calculated using improved
surface roughness curve. As a result, it was found that step-over
value of 6.6mm was suitable for MAP of magnesium alloy.

Index Terms - Genetic algorithm, Simulated annealing,
Magnetic abrasive polishing, Step-over

I. INTRODUCTION

Magnetic abrasive polishing(MAP) is a relatively new
super finishing technique primarily used for producing
nanometric level of surface finish especially on the non-
magnetic material and hard material. MAP is a process in
which workpiece surface is smoothened by removing the
material in the form of micro chips by abrasive particles in the
presence of magnetic field in the finishing zone [1-2]. The
working gap between workpiece and inductor is filled with
mixture of ferromagnetic particles and abrasive powder well
known as magnetic abrasive particles. These particles form a
flexible magnetic abrasive brush which does not require
dressing. This flexible tool can remove a very small amount of
materials from a workpiece and then a better surface can be
produced after polishing the workpiece without damages on
the surface [3-4]. Nevertheless, it is very difficult to adopt
MAP for polishing of non-magnetic materials because
magnetic force on the working field determines the efficiency
of this process. Therefore, it is necessary to increase magnetic
force on the surface of non-magnetic material during MAP
process. Kwak [5] showed that improving strategy of
magnetic force using permanent magnet, which installed in the
opposite side of non-magnetic material, was very effective for
the better surface roughness. Moreover, in previous study, it
was obvious that the magnetic flux density was different in

978-0-9831693-1-4/10/$25.00 ©2011 IERI
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accordance with distance from center of tool and the location
of the maximum value was verified as a diameter/4 distance
from the center. These results bring out the difference of
surface roughness on the working area after MAP. Therefore,
to resolve this problem, proper step-over of tool path for MAP
of plate workpiece have to be determined.

In this study, to determine the optimal step-over value in
MAP of AZ31B magnesium alloy as one of non-magnetic
materials, the second order response surface models for
surface roughness according to distance from tool center were
developed, and then optimal parameters with the maximum
improved surface roughness for each radius were determined
by the genetic algorithm and simulated annealing. And then,
to get the uniform surface roughness, the best step-over was
calculated using improved surface roughness and the radial
distance-surface roughness curve based on the optimal process
condition was developed.

Il. CORRELATION BETWEEN MAGNETIC FORCE AND SURFACE
ROUGHNESS IN MAP PROCESS

Magnetic abrasive polishing process has total cutting
force (F ) that consists of normal force ( F,) by magnetic flux

density and tangential force ( F,) by rotation force of inductor.

Material removal in the MAP process as a function of the
number of cycle is as follows:

AfnN
H wtané 4

M

According to surface profile, the relationship between the
surface roughness and the stock removal after n number of
cycle is expressed as

R =R*—L [RM ©

) ) 1, AfnN
RI — Rl—l__ Rn—l 3
e Im< : )l \/ ztang 4 @)
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Fig. 1 Shape of scratch machined

Eq. (3) is a combination of the Egs. (1) and (2) that mean
the average surface roughness.

Where, C' =C"?, | is the total length of the workpiece,
H_, is the hardness of workpiece and N is the number of

magnetic abrasives that are participated in machining. And the
force acting on a cutting edge is given as
2
At =1 _P7
n 4n

P

= (4)

Where n is the number of cutting edges participating in
the machining for a magnetic abrasive. And P is machining
pressure. Eq. (4) can be rearranged for the force acting on a
cutting edge as follows [6]:

Dz

2
a2 DT e 3nly Do
4n

4 3(2+/'lm)+”(/'lm —1)6()

®)

Where, D is diameter of abrasive particle, 4y is relative
permeability, « is volume ratio of magnetic abrasive particle
and H, is the force of magnetic flux in air gap.

I11. CHARACTERISTIC OF MAP FOR AZ31B MAGNESIUM ALLOY
ACCORDING TO RADIAL DISTANCES

In MAP of plate surface, the magnetic flux density occurs
differently on the surface of workpiece because the magnetic
flux density on the surface of inductor has different value
according to radial distance from the center of tool. Fig. 2
shows the magnetic flux density and tangential force
according to the change of radial distance in MAP of non-
magnetic materials. Thus, because of that result, the efficiency
of MAP is changed according to radial distance.

In this study, to evaluate the properties of MAP according
to radial distance of inductor, MAP of AZ31B plate was
performed under the experimental conditions listed in Table I.
Fixed experimental conditions for evaluation of MAP
parameters were indicated as shown in Table Il. Magnetic
abrasives mixed with ferromagnetic particles and abrasives in
silicone gel were used in this experiment as a tool for
polishing. The ferromagnetic particle was iron powder of 150
(m, and the green carbide(GC) of 8.5/m was chosen as
abrasives. The silicone gel could efficiently constrain iron
powder and GC grain on the surface of non-magnetic material
because of high viscosity of silicone gel medium. Given that
the shorter working gap can identify the larger magnetic force
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in MAP process, the working gap between the magnetic tool
and work material was set to 1.5mm. The diameter of inductor
tool was 20mm. In the result of experiment, it indicated that
the surface roughness was clearly different in accordance with
the change of radial distance. Fig. 3 shows the micrograph of
surface at a point of each radial distance after MAP. As shown
in Fig. 4, it was obvious that the surface roughness was clearly
different in accordance with the change of radial distance.

I\V. DEVELOPMENT OF RSM AND PARAMETER OPTIMIZATION
USING GA AND SA

A. Parameter design and response surface model

For evaluating that which parameter has most effect on
surface roughness according to radial distance, and
developing the second order response surface model at each
radial distance, Taguchi’s design method was used in this
study. The fixed experimental condition was listed in Table II.

A current of table, a current of tool, a spindle speed and
weight of magnetic abrasive were considered as experimental
factors which would influence the surface roughness on the
second generation MAP of AZ31B. All selected experimental
factors were changed at three levels as listed in Table I1l. The
factor of the current of table means amount of a current
supplied into electro-magnet arranged in electro-magnet array
table. The magnetic flux density was about 45mT when the
supplied current was 0.8A. On the other hand, when a current
of tool which means amount of a current supplied into the
inductor was 2.5A, the maximum magnetic flux density was
about 100mT. The spindle speed was used in the range of 900
to 1,500rpm since most abrasive particles could easily fly
from working area in high rotational speed over 1,600rpm.
The weight of abrasive is represented as total amount of
magnetic abrasives including iron powder, abrasive and
silicone gel medium. A Taguchi’s Ly; (3*) orthogonal array
that includes the four factors and three levels was applied. In
this study, two-factor interaction was concerned with
effectiveness factor on the second generation MAP of AZ31B.

Section A-A" Magnetic abrasive paticle

Rotational Track f/'ﬁ"\\R [t \\
/,-__h-\\\. 5 5 />
e /_,.--
—_— [f Irf J:;;\‘ \ ) ! )] 0 120 130 140
o \ E\ '\FA\_/) ;.f' | (\llmum-lin flux density(mT)
/ iy | S
AY ;},&7/4 ,/./ , z _ 5 —
’ - Flectro-magnet K ;;-LT-MF . )
l table “isg il 10 —~
Fig. 2 Rotational track and magnetic flux density
TABLE |
EXPERIMENTAL CONDITIONS USED IN THIS EXPERIMENT
Items Conditions
Workpiece AZ31B(80mmx60mmx2mm)
Current of tool 2.5A-120mT
Current of magnet table 0.8A-20mT
Spindle speed 1200rpm
Working time Smin




Fig. 3 SEM images according to radial distance after MAP

Experimental results were obtained in each experiment
according to radial distance. To evaluate the effect of process
factors on the surface roughness, ANOVA was conducted and
results are listed in Table 1V and Table V. When the radial
distance was 0~3.3mm, the spindle speed had a dominant
effect on the improvement of surface roughness. On the other
hand, at radial distance of 6.6~10mm, the current of electro-
magnet table had a dominant effect on the improvement of
surface roughness.

Thus, based on the experimental results obtained in this

study, the more tangential force is required near the center of
inductor to improve the surface roughness efficiently.
However, at the edge of tool, the more magnetic force is
demanded because of the larger tangential force.
For predicting surface roughness at each radial distance, the
second-older response surface models using the current of
table, the current of tool, spindle speed and abrasive weight
were developed.

B. Parameter optimization using GA and SA

In this study, an integration of GA, SA and RSM is
applied to find the optimal polishing parameters in a magnetic
abrasive polishing using commercial software MATLAB [7].
The RSM is used to establish the linear and nonlinear
relationships between the MAP parameters and the responses.
The GA and SA approach are then applied to find the optimal
polishing parameters using the RSM models as the fitness
function to measure the fitness value for the polishing
parameters. GA was used with following parameters:
Population size is 20, reproduction operator is roulette wheel
method, and crossover and mutation probability is 0.8 and
0.05, respectively. And SA with following parameters was
used: Initial temperature is 100. Table VI shows the results of
the optimal values from GA. Although similar optimal factors
were applied in the MAP process, the surface roughness was
different according to radial distance. After the optimization,
the highest surface roughness is in the center and the lowest
surface roughness is in the r=6.6. Table VII shows the results
of the optimal values determined by SA. These results are also

similar to a case of GA.
TABLE Il
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FIXED EXPERIMENTAL CONDITIONS

Items Conditions
Workpiece AZ31B(80mmx60mmx2mm)
. . GC grain(8.5/m)+Iron powder(150¢m)+Silicone
Magnetic abrasive 2e1(300,000cs)
Working gap 1.5mm
Working time Smin
Tool diameter 20mm
TABLE IlI
FACTORS AND LEVELS USED IN EXPERIMENTS
F Levels
actors 1 ) 3
Current of table, A(A) 0.2 0.5 0.8
Current of tool, B(A) 1.5 2.0 2.5
Spindle speed, C(rpm) 900 1200 1500
Weight of abrasive, D(g) 1.5 2.0 2.5
TABLE IV
ANOVA FOR EACH FACTOR AT POINT OF R=0
SS DOF \Y Fy Fool
A 3.832 2 1.916 3.946 10.9
B 1.695 2 0.847 1.745 10.9
C 10.602 2 5.301 10.915%* 10.9
D 0.029 2 0.014 0.03 10.9
AxB 11.803 4 2.95 6.076 9.15
AxC 11.517 4 2.879 5.929 9.15
BxC 2.38 4 0.595 1.225 9.15
Error 2913 6 0.485
Total 44.775 26
TABLE V
ANOVA FOR EACH FACTOR AT POINT OF R=6.6
SS DOF \% Fy Foo
A 26.015 2 13.007 13.249%* 10.9
B 3.709 2 1.854 1.889 10.9
C 19.674 2 9.837 10.019* 10.9
D 2.103 2 1.051 1.071 10.9
AxB 9.617 4 2.404 2.449 9.15
AxC 9.662 4 2415 2.46 9.15
BxC 12.513 4 3.128 3.186 9.15
Error 5.89 6 0.981
Total 89.186 26
TABLE VI
OPTIMAL VALUES AND FACTORS CALCULATED BY GA
Parameter r=0 r=3.3 r=6.6 r=10
A 0.792 0.799 0.799 0.798
B 1.515 1.5 1.91 1.5
C 1232.8 1127 1340 1004.3
D 1.5 1.5 1.5 1.501
Ra(Op) 0.39 0.354 0.181 0.239
TABLE VII
OPTIMAL VALUES FACTORS CALCULATED BY SA
Parameter r=0 r=3.3 r=6.6 r=10
A 0.201 0.8 0.798 0.749
B 2.49 15 1.823 1.927
C 1040 1120.1 1354.6 1129.7
D 2.489 15 1.5 1.517
Ra(Op) 0.389 0.354 0.180 0.211

V. DETERMINATION OF STEP-OVER ON MAP oF AZ31B

To reduce the deviation of surface roughness according to
radial distance from center of tool, the radial distance-surface
roughness curve was developed by calculated value of optimal
surface roughness using GA and SA. Fig. 4 shows the radial




distance-surface roughness curve, which indicates the
predicted improvement of surface roughness. The step-over,
as shown in Fig. 5, was determined by distance from peak
value of improvement of surface roughness to lowest value,
and the optimal step-over was 6.61mm.

To verify the proposed step-over, the MAP of magnesium
alloy plate with calculated step-over was performed. As
shown in Fig. 6, it indicated that predicted surface roughness
well coincided with experimental results, and the deviation of
surface roughness was reduced after the optimized MAP with
step-over of 6.61lmm. The experimental conditions were
determined by GA approach (r=6.6).
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In this study, to determine the optimal step-over in MAP
of AZ31B magnesium alloy, an integration of GA, SA and
RSM is applied to find the optimal polishing parameters in a
magnetic abrasive polishing, and then the radial distance-
surface roughness curve was developed by calculated value of
optimal surface roughness using GA and SA. The obtained
conclusions are as follow.

1. In the MAP of plate surface, the surface roughness was
clearly different in accordance with change of radial distance,
since the magnetic flux density occurs differently on the
surface of workpiece.

2. When the radial distance was 0~3.3mm, the spindle speed
had a dominant effect on the improvement of surface
roughness. On the other hand, at radial distance of
6.6~10mm, the current of electro-magnet table had a
dominant effect on the improvement of surface roughness.

3. To reduce the deviation of surface roughness according to
radial distance from center of tool, the radial distance-surface
roughness curve was developed using GA and SA. As a
result, the optimal step-over was 6.61mm.
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Abstract - This study focuses on the characteristic of MAP
with CNT particle. Since the CNT particle is very small and high
strength, it is suitable for precision surface polishing. However,
the properties of MAP with CNT were changed according to the
kind of magnetic particle and amount of CNT particle. In this
study, to improve the capacity of MAP with CNT, cobalt powder
was used as magnetic particle instead of iron powder. Moreover,
by design of experiment, it revealed that amount of CNT had a
dominant effect on the improvement of surface roughness in
MAP, and optimal conditions were an applied current of electro-
magnet of 0.8A, spindle speed of 900rpm, weight of CNT particle
of 0.26g and weight of cobalt of 3.9g.

Index Terms - Carbon nanotube, Magnetic abrasive polishing,
Surface roughness, Non-magnetic materials

I. INTRODUCTION

Recently demand for parts of high quality and precision is
rapidly increasing with the development of electronics and
optical products. It is required that the parts used in
manufacturing semiconductors, atomic energy parts, medical
instruments and aerospace components have a very precise
surface roughness. The new finishing method, magnetic
abrasive polishing(MAP) is one of advanced machining
processes in which cutting force is primarily controlled by the
magnetic field. This process can be used to produce efficiently
good surface quality of the few nanometer-scale finishing on
surfaces. This method has applied to machining of not only
ferromagnetic materials such as steel, but also non-
ferromagnetic materials such as stainless steel and brass [1].

In this study, to estimate the polishing properties of CNT
particle as abrasives mixed with the magnetic abrasive,
surface topography and surface roughness were measured
using AFM after MAP of stainless steel. In addition, to
improve the polishing efficiency of CNT particle, the cobalt
powder was used in instead of iron power that is magnetic
particle in MAP, because cobalt of lum has the larger
magnetic force and much smaller than iron particles of
150pm. Moreover, for polishing a thin magnesium alloy plate
by CNT particle, the optimal conditions were determined by
the design of experimental method.

II. CARBON NANOTUBE

Carbon nanotubes are hexagonally shaped arrangements
of carbon atoms that have been rolled into tubes. These tiny
straw-like cylinders of pure carbon have useful electrical
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properties. Carbon nanotubes are allotropes of carbon with a
cylindrical nanostructure. These cylindrical carbon molecules
have novel properties, making them potentially useful in many
applications in nanotechnology, electronics, optics, and other
fields of materials science, as well as potential uses in
architectural fields. Nanotubes can be selectively produced
with properties ranging from 1 to 15 micrometers in length
and diameters from 2 to 100 nanometers. These nanotube
powders come in agglomerate and aligned bundles and can be
put into dispersion using ultrasonic process. They may also
have applications in the construction of body armor. They
exhibit extraordinary strength and unique electrical properties,
and are efficient thermal conductors. There are two main types
of nanotubes: single-walled nanotubes(SWNTs) and multi-
walled nanotubes(MWNTSs) [2-4].

Table I shows the several characteristics of abrasives that
used in MAP. Carbon nanotube has very tiny diameter, high
strength and low density as compared with other abrasives.
Fig. 1 shows the SEM images of multi-walled nanotubes(CM-
95) used in this study that was produced by a type of chemical
vapor deposition(CVD) method of HANWA .

4 !

b PRNU 38 &V X30000  100nen W B Tmm
Fig. 1 SEM image of CNT used in this study, (a) CNT particle, (b) Cobalt
powder and CNT
TABLE I
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PROPERTIES OF ABRASIVE USED IN MAGNETIC ABRASIVE POLISHING

Diameter(ptm) Strength(GPa) Density(g/cm’)
Boron nitride 140 3.3~4.0 2.3~25
SiC 15~145 2.9~4.0 2.5~3.5
ALO; 20 1.5 39
CNT 0.01~0.04 20~50 1.6
TABLE I
TYPE OF MAGNETIC ABRASIVE USED IN EACH EXPERIMENT
Items | Ferrous particle Abrasive Medium
EXP.1 Fe(2.5g) - 0il(2.5g)
EXP.2 Fe(1.7g) CBN(0.85g) 0il(2.5g)
EXP.3 Fe(2.0g) CNT(0.2g) 0il(2.5g)
EXP.4 Co(2.0g) CNT(0.2g) 0il(2.5g)
TABLE IIT
PARTICLE SIZE OF MAGNETIC ABRASIVES
Fe Co CBN CNT
Size(um) 150 3 1~2 0.003~0.005
TABLE IV
EXPERIMENTAL CONDITIONS
Items Conditions
Current of inductor 2.5A
Current of electro-magnet 0.12A
Working gap 1.5mm
Spindle speed 900rpm
Traverse speed 20mm/min
Working time 40min
Workpiece AISI316(60mmx40mmx3mm)

Magnetic
tool

/ W/
f »=
-

Magnetic abrasive

”

* Electro-magnet
Fig. 2 Experimental setup of magnetic abrasive polishing

III. PROPERTIES OF CNT PARTICLE IN MAP PROCESS

A. Experimental setup and procedure

To evaluate the characteristic of MAP with CNT, a series
of experiments were conducted in this study. The
experimental setup for MAP with CNT was constituted as
shown in Fig 2. It consists of the inductor of magnetic tool,
power supply and DC motor. To overcome disadvantage of
MAP for non-magnetic materials, electro-magnet was
installed under the workpiece. This improving strategy of
magnetic force is very effective on producing better surface
roughness during MAP of non-magnetic materials. Moreover,
the jig for fixing workpiece was made of plastic material to
prevent the distribution of magnetic intensity.

Table II shows the composition of magnetic abrasive used
in each experiment. First experiment was performed using just
iron powder without abrasives. In the second experiment,
CBN abrasive of 3pum was used as abrasives. On the other
hand, in the third experiment, CNT particle was used instead
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of CBN abrasive to confirm the effectiveness of CNT in
MAP. The properties of cobalt powder were estimated in the
last experiment. Table III listed the particle size of magnetic
abrasive. As listed in Table 3, size of Fe powder is the biggest
one, but the cobalt powder is smaller about 50 times than Fe
powder. In this experiment, CNT particle was dispersed in the
magnetic abrasive by means of ultrasonic vibration.

The fixed experimental conditions that optimized in
preliminary study were chosen as listed in Table IV. The
workpiece was AISI316 stainless steel to evaluate the
polishing properties of CNT particles. Therefore, for
estimating the nano-scale polishing, pre-processing was
performed during 5 minutes using CBN of 3.15um as
abrasives in the magnetic abrasive. The current supplied into
electro-magnet was set to 0.12A and current of inductor was
2.5A. Because the shorter working gap can identify the larger
magnetic force in MAP process, the working gap between the
magnetic tool and work material was set to 1.5mm. Since
magnetic abrasive easily breaks away from the working field,
spindle speed of 900rpm ensured the stable polishing
condition. All of experiments were carried out for 40 minutes.

B. Experimental results and analysis

In this study, a series of experiments were performed for
evaluating the machinability of CNT particle mixed with
magnetic abrasive. Fig. 3 shows the change of the surface
roughness according to experimental conditions. In this result,
amplitude of output was expressed as the average surface
roughness and RMS roughness which was done by connecting
an AC voltmeter to measure the electric signal.

As shown in results, when the CNT particle was mixed
with cobalt powder, the RMS was the lowest among the
results of experiments. Therefore, in a case that CNT was
mixed with Fe powder, the improvement of surface roughness
was similar with a case that CBN was mixed with Fe powder.
These results indicated that CNT particle is very suitable to
magnetic abrasive in precision MAP process and the smaller
size of particle in magnetic abrasive is effective to improve
the surface roughness in MAP with CNT.

Fig. 4 shows the measured results of surface topography
after MAP. In the results of experiments, Fig. 4 (a) shows the
surface of workpiece in a case of MAP with only Fe powder.
It indicated that the Fe particles plough the surface of
workpiece, thus, surface roughness is the largest in this
experiment. Fig. 4 (b), (¢c) and (d) show that the better
precision surface was observed as compared with using only
Fe particle.

However, Fig. 4 (b) is seen that larger amplitude of
vertical distance between highest peak and lowest valley more
than in a case of using CNT, shown in Fig. 4 (c) and (d), was
observed.

As comparing with Fig. 4 (¢) and (d), a CNT abrasive
mixed with cobalt powder used as magnetic particle, the
average gap between highest peak and lowest valley was
lower than in a case of using Fe powder.
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Moreover, the RMS roughness with CNT was lower than
Fe powder and CBN particle. These results are explained that
the smaller size of the ferrous particle increases the cohesion
of magnetic abrasive in the magnetic field because of
increasing the viscosity of magnetic abrasive. Thus, it is
estimated that the growing of viscosity is related with the
increasing of the number of abrasive contacted with surface of
workpiece.

IV. MAP WITH CNT FOR MAGNESIUM ALLOY

A. Design of experiments

For evaluating that which parameter has most effect on
improvement of the surface roughness and finding optimal
process condition for MAP using CNT particle, Taguchi’s
design method was performed in this study. Fixed
experimental conditions for evaluation of MAP parameters
were indicated as shown in Table V. The work material used
was AZ31 magnesium alloy which is length of 80mm, width
of 65mm and thickness of 0.65mm. The working gap between
the magnetic tool and workpiece was set to 1.0mm. The
diameter of inductor tool was 20mm and a current supplied

65

into the magnetic tool was 2.5A. For improving the viscosity
and lubrication effect, olive oil was mixed with abrasives. The
MAP process had performed for Sminutes.

In this study, a current of electro-magnet, a spindle speed,
weight of CNT particles and a weight of cobalt powder were
considered as experimental factors which would influence the
surface roughness on MAP of AZ31 with CNT particle. All
selected experimental factors were changed at three levels as
listed in Table VI. The factor of the current of electro-magnet
means amount of a current supplied into electro-magnet
installed on the opposite side of workpiece. The maximum
magnetic flux density on the surface of workpiece was about
20mT when the supplied current was 0.8A. The spindle speed
was used in the range of 900 to 1,300rpm since most abrasive
particles could easily fly from the working area in high
rotational speed over 1,500rpm. The weight of CNT and
cobalt powder expresses the amount of abrasives used as
magnetic abrasives at one time. As listed in Table VII, a
Taguchi’s Lo(3*) orthogonal array that includes the four
factors and three levels was applied.

B. Parameter effect and optimal conditions

Experiments were conducted according to the Table VII
and then the measured results were evaluated with the help of
the signal-to-noise ratio and the ANOVA. Experimental
results indicate the improvement of the surface roughness
after the MAP. Generally, the signal-to-noise ratio is used to
quantify the present variation in the Taguchi method. In this
study, the-larger-is-the-better type of the signal-to-noise ratio
was selected as the quality characteristic, since the more
change in the surface roughness means the better efficiency of
the MAP. The S/N ratio (77) is calculated as follows.

n=-10log(- ¥ 1) (1)
n vy

Where n represents the number of measurements and yj is
the measured values.

Both the measured experimental results and calculated
S/N ratios were listed in Table VII. To evaluate the effect of
process parameters on the enhanced the surface roughness,
ANOVA(analysis of variance) was conducted and results are
listed in Table VIII.

According to the Table VIII, the weight of CNT particle
had a dominant effect on the improvement of surface
roughness in the case of the MAP for AZ31 magnesium alloy.
The spindle speed was a process parameter considered in this
study that had the least influence on the surface roughness.
Thus, that parameter was pooled as an error in ANOVA.
Based on the experimental results obtained in this study, the
amount of CNT particles played an important role in
producing better surface than other process parameters. It
means that the larger amount of CNT particle in magnetic
abrasives has the larger improvement of the efficiency of
MAP because the cohesion between magnetic particle and
abrasives is increased.



In the Taguchi method, the highest S/N ratio for the result
is desirable. As shown in Fig. 5, the levels corresponding to
the highest S/N ratio in each parameter were chosen as the
optimum conditions. The selected optimal conditions were
A;BC3D; (current of electro-magnet of 0.8A, spindle speed of
900rpm, weight of CNT particle of 0.26g and weight of cobalt
of 3.9g). These optimal conditions can minimize the process
variation and produce the better surface roughness.

TABLE V
FIXED EXPERIMENTAL CONDITIONS
Items Conditions
Current of inductor 2.5A
Medium of abrasive Oil(168cs)
Working gap 1.5mm
Working time 40min
Workpiece AZ31(80mmx65mmx0.65mm)
TABLE VI
PARAMETERS AND LEVELS USED IN EXPERIMENTS
parameters Levels
1 2 3
Current of electro-magnet, A(A) 0.2 0.5 0.8
Spindle speed, B(rpm) 900 1100 1300
Weight of CNT, C(g) 0.14 0.2 0.26
Weight of cobalt, D(g) 2.1 3.0 3.9
TABLE VII

ORTHOGONAL ARRAY L9(34) AND RESULTS OF EXPERIMENT

Improvement of
No | A B C D surface S/N ratio
roughness(jum)
1 102 900 0.14 | 2.1 0.009 -40.915
2 102 1100 | 020 | 3.0 0.016 -35917
3 102 1300 | 026 | 3.9 0.036 -28.873
4 |05 900 0.20 | 39 0.028 -31.056
5 105 ] 1100 | 026 | 2.1 0.02 -33.979
6 | 05| 1300 | 0.14 | 2.0 0.013 -37.721
7 108 900 0.26 | 2.0 0.048 -26.375
8 108 | 1100 | 0.14 | 3.9 0.026 -31.700
9 108 | 1300 | 020 | 2.1 0.022 -33.151
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Fig. 5 Influence of parameters on MAP with CNT particle

TABLE VIIL
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ANOVA FOR EACH PARAMETER

SS DOF \Y F Fo.os
A 39.032 2 19.516 22.025%* 19.0
B 1.772) 2) (0.886)
C 74.286 2 37.143 41.918* 19.0
D 44914 2 22.457 25.344* 19.0
Error 5.057 2 0.886
Total 160.005 8

V. CONCLUSIONS

To evaluate the characteristic of MAP with CNT particle,
a series of experiments were conducted and to estimate the
results of experiments, surface morphology was measured by
means of AFM. Moreover, the evaluation of process
parameter was performed by Taguchi’s design method. The
obtained conclusions are as follow.

1. The RMS roughness was the lowest among the results of
experiments when the CNT was mixed with cobalt
powder. So, CNT particle is appropriate to magnetic
abrasive in precision MAP process.

The smaller size of the ferrous particle increases the
cohesion of magnetic abrasives in the magnetic field due
to increase the viscosity of magnetic abrasive. Thus, it is
estimated that the growing of viscosity is related with the
increasing of the number of abrasive contacted with
surface of workpiece.

The weight of CNT particle had a dominant effect on the
improvement of surface roughness in the case of the
MAP with CNT particle. On the other hand, the spindle
speed had the least influence on the surface roughness.
The optimal conditions for the MAP with CNT particle
were an applied current of electro-magnet of 0.8A,
spindle speed of 900rpm, weight of CNT particle of
0.26g and weight of cobalt of 3.9g.
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Abstract - In the context of lending rate market, the research
on the pricing model of lending rate is currently a major challenge
for commercial banks. State-owned commercial banks and joint-
stock commercial banks are two representative types of banks in
China, and its asset size and market share are top two in the
industry. Therefore, the study of commercial bank loan interest rate
pricing mechanism is of great significance. This paper selects some
listed companies’ loan data in the state-owned commercial banks
and joint-stock commercial bank, and makes empirical analysis.
Research shows that the pricing behavior feature of state-owned
commercial banks’ and joint-stock commercial banks’ lending rates
are significantly different and joint-stock commercial banks in
determining lending rates has a higher operating efficiency.

Index Terms - lending rates, commercial banks, listed

companies

I. INTRODUCTION

The determination of lending rate is a process that the
commercial Banks provide their loan service. Because the
process in the competition is directly related to whether banks
could achieve business objectives or not, it is so significant
that commercial banks should pay a lot of attention on it.
However, because of long-term control of interest rate,
Chinese commercial Banks often executed strictly central
bank’s interest rate policy. Although the central bank had
increased their lending rate's fluctuation space, commercial
banks have a certain amount of autonomy, in fact, the
influence factors of loan interest rate is also usually depended
on the competition between commercial Banks and their
customer. The pricing of Chinese commercial banks’ lending
rate is lack of practical experience, and the loan pricing
management is very weak.

Generally speaking, Berger & Udell''divided commercial
bank loans into four categories by lending technology:
(financial statements type loans,(2)the asset-backed type
loans, (3)credit scoring and (4)relational loans. They states
that the first three kinds of them are usually market
transactional lending technology. The credit decision of the
bank is based on the easily openly obtained and relatively
objective hard information, such as financial ratios, credit
scoring. But relational loan decision depends largely on the
soft information which is not easily obtained and hard to
measured and transferred such as the enterprise owners’
quality and ability. Peterson & Rajan 'demonstrate that the
relationship between banks and enterprise is the longer and
loans accessibility is the taller, loan interest rate and security
requirements also can be reduced. In their view, the possibility
of small and medium-sized enterprises to obtain low-interest
loans is positively related to the length of time of the
relationship. Blackwell & Winters and Cole ¥ made different
conclusions. Blackwell & Winters argue that the length of
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time of lending relationship have no effect to interest rates by
analyzing American's two bank holding assertion companies.
In china, B.Li" calculates the weighted average cost
rate(WACC) by the banks’ historical financial data and then
plus commercial banks’ target profit margins, average risk
compensation ,average loan cost and constitutes an average
loan interest rate (also known as the benchmark lending rate) .
Z.Li"believes that the small and medium enterprises’
heterogeneity, mortgage and transaction cost are three main
factors to influence small and medium-sized enterprises to
obtain credit from Banks, alleviate information asymmetry
problem!®, increase the mortgage!”, reduce transaction costs
will make small and medium-sized enterprises get more
credit™,

Il. MODEL

A. Sample Selection and Data Collection

The sample was selected the loan data in the part of listed

company from the end of 1998 to the end of 2008 in

state-owned commercial Banks and joint-equity

commercial Banks. Total sample size is 339. Data

include: current benchmark lending rates, lending rates,

loan type, loan bank, loan term, and the number of bank

exists lending relationship with enterprise and the listed

company financial data and asset scale.

Research Model

In this study, we use multivariate linear regression model

to analyze the factors which influence on lending rates.

Y = ag + a; FIN + a,SC + a3GUA + a4, NUM + a5FIR + €

FIN: enterprise financial index (Z score)

SC:enterprise asset scale

GUA: whether the enterprise could provide guarantee

NUM: number of enterprise exist relationship with bank

FIR: whether the enterprise does the first time apply loan

Y the ratio of lending rates over the same period
benchmark lending rate

The description of main variables

Benchmark interest rate

Benchmark interest rate is very important rate in the

financial markets and play decisive role in the interest rate

system. With Chinese market-oriented interest rate

mechanism is arriving, the people's bank of China

adjusted the benchmark lending rate several times to

Control investment and market liquidity from 1998 to

2002.

1)
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Table 1
6 months ;rg:t]hi D 3yt8: ® ';/rl.]g;e
to 1 year e Syears W
years
1998.12.07 6.12 6.39 6.66 7.20 7.56
1999.06.10 5.58 5.85 5.94 6.03 6.21
2002.02.21 5.04 5.31 5.49 5.58 5.76
2004.10.29 5.22 5.58 5.76 5.85 6.12
2006.04.28 5.40 5.85 6.03 6.12 6.39
2006.08.19 5.58 6.12 6.30 6.48 6.84
2007.03.18 5.67 6.39 6.57 6.75 7.11
2007.05.19 5.85 6.57 6.75 6.93 7.20
2007.07.21 6.03 6.84 7.02 7.20 7.38
2007.08.22 6.21 7.02 7.20 7.38 7.56
2007.09.15 6.48 7.29 7.47 7.65 7.83
2007.12.21 6.57 7.47 7.56 7.74 7.83
2008.09.16 6.21 7.20 7.29 7.56 7.74
2008.10.09 6.12 6.93 7.02 7.29 7.47
2008.10.30 6.03 6.66 6.75 7.02 7.20
2008.11.27 5.04 5.58 5.67 5.94 6.12
2008.12.23 4.86 5.31 5.40 5.76 5.94

In different economic development period, loan interest rate
is great difference. Especially the sample data from the end of
1998 to the end of 2008 had a larger time span, and each phase
of economic background is also different. Therefore,
absolutely lending rates cannot accurately measure actual
levels. This paper chooses the ratio of lending rates over the
same period benchmark lending rate to measure Chinese
commercial banks’ lending rate level.

2) Zscore model
The original Z-score formula was as follows:
Z=0.012T, + 0.014T, + 0.033T3 + 0.006 T, + 0.999Ts.
T, = Working Capital / Total Assets.
Measures liquid assets in relation to the size of the company.
T, = Retained Earnings / Total Assets.
Measures profitability that reflects the company's age and
earning power.
T; = Earnings Before Interest and Taxes / Total Assets.
Measures operating efficiency apart from tax and leveraging
factors. It recognizes operating earnings as being important to
long-term viability.
T, = Market Value of Equity / Book Value of Total Liabilities.
Measures company's capital structure and solvency
Ts = Sales/ Total Assets. Standard measure for sales turnover
Measures the ability of sales income brings asset.
Z > 2.99 -“Safe” Zones
1.8 <Z<2.99 -“Grey” Zones
Z < 1.80 -“Distress” Zones

That means when the Z score is less than 1.81, the company
will soon in the few years go towards bankruptcy. And if the Z
score greater than 2.99, it indicates that the operation of the

company is very normal, would not have financial difficulties,
If the company Z score is between 1.81 to 2.99 between, in
this section, the future of the company is very hard to
speculated through Z score. It might bankrupt and probably
keep the normal working. Generally, if Z-score falls into grey
zone, and accompanied with the downtrend or obvious
fluctuation, it should be taken care.

This paper choose to use Z - score model because firstly, Z-
score model is multivariate difference analysis and its forecast
effect is pretty good and not easily interfered .Secondly, Z-
score model is a linear model. Compared with the LOGIT
model and PORBIT model, it does not involve complex
professional knowledge, more easily to be accepted, and has
good practical value.

3) GUA: whether the enterprise could provide guarantee

If the enterprise could provide guarantee, its value is “1”,
If the enterprise could not provide guarantee, its value is
(LO”

4)  FIR: whether the enterprise does the first time apply loan

If itis the first time that the enterprise apply loan in the
bank ,its value is “1”.

If itis not the first time that the enterprise apply loan in
the bank ,its value is “0”.

5) NUM: number of enterprise exist relationship with bank

D. Variable statistical properties

Table 2

variables (Mean) (Median) (Std.Dev)

Y 0.964866 -3.013183 12.11331
FIN-Z score 31.14111 24.61564 20.90245
SC 44,70336 41.78352 19.91008

GUA 0.516224 1.000000 0.500475
NUM 4,053097 3.000000 2.360326

FIR 0.351032 0.000000 0.477999




E. Result

Included observations: 203 after adjustments

Yariable Coefficient  Std. Error  t-Statistic  Prob.
C 4351698 1541828 2822426 0.0053
Z0508614%Z(-1)  -0.057719 0038627 -1.494265 01367
SC-0.508614*5C(-1) -0.023258 0041757 -0556985  0.5782
GUAD.S08614*GUA(-1) 7.319871 1526310 4795794  0.0000
NUM-0.508614"NUM(-1) -1.868872 0471919 -3.960151  0.0001
FIR-0.508614*FIR(-1) -1.506237  1.264317 -1.190853  0.2353
R-squared 0172169 Mean dependent var 1.078332
Adjusted R-squared 0.151158  S.D. dependent var 9371130
S.E. of regression 8.633866  Akaike info criterion 71768373
Sum squared resid 14685.10  Schwarz criterion 7.276300
Log likelihood -722.6048  F-statistic 8.194266
Durbin-Watson stat 2.145020  Prob(F-statistic) 0.000000

Figure 1: state-owned commercial Banks’ the regression results (10% of
significant level)

Included observations: 134 after adjustments

Variable Coefficient  Std. Eror  t-Statistic  Prob,
C 0773392 2410132 0320892 07488
Z0.461787°Z(-1) 0097671 0053138 -1.838071  0.0684
SC-0.461787*3C(1) 0142300 0047471 2997640  0.0033
GUA-D4B1787*GUA(1) 1833483 2193460 0.835886  0.4043
MUM-0.461787"NUM(-1) -1.155124 0589144 -1.960684  0.0521
FIR-0.461787*FIR(-1) -2.382797  2.001544 -1.190479  0.2361
R-squared 0114131 Mean dependent var ~ -0.406047
Adjusted R-squared 0079527  5.D. dependent var 11.29340
5.E. of regression 10.83503  Akaike info criterion 7647189
Sum squared resid 15026.94  Schwarz criterion 7.776943
Log likelihood -506.3617  F-statistic 3.298182
Durbin-YWatson stat 2033905  Prob(F-statistic) 0.007784

Figure 2: joint-stock Banks’ the regression results (10% of significant

level)
As is shown in Fig. 1, to state-owned Banks, Z score,
enterprise asset scale was not significant influence on lending
rates. But to the same customer's competition between banks,
it has the significant effects. Enterprise applying for credit has
more loan relationship with the banks, the state-owned
commercial bank more probably provide lower lending rates
because of competition between them. If the enterprise could
provide guaranty, the state-owned commercial bank will give
higher mortgage rates, because provide guarantee for the
enterprise make the credibility lower and has more potentially
risk. According to the benefits and risks proportional
principles, the bank should charge higher interest rates. Z
score and enterprise asset scale of loan interest rate is not
significant, which shows that Chinese state-owned bank pay
not so much attention on financial statements and asset scale.
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As is shown in Fig.2, to joint-stock Banks, guarantee was not
significant. But the Z score, enterprise asset scale have
significant influences on lending rates. Consistent with state-
owned commercial Banks, both joint-stock banks and state-
owned commercial show the “relationship features".
Enterprise applying for credit has more loan relationship with
the banks; the two kinds of bank will more probably provide
lower lending rates. However, compared with the state-owned
commercial bank, joint-stock banks pay more attention to
enterprise financial value. The higher Z score is, enterprise
has a better financial situation, and the joint-stock bank more
probably provides lower lending rates. This phenomenon is
easily to demonstrated. Because joint-stock banks differ from
state-owned commercial banks, their customers were mainly
in small and medium enterprises and these enterprises assets
scale and profit space are not so abundant. They could not
bear too high lending rates. It is unrealistic that they burden
high lending rates. Therefore, compared with the large
enterprises, the phenomenon appeared that if the greater asset
scale is, the lending rates are higher.

I11. CONCLUSION

This paper selects some listed companies’ loan data in the
state-owned commercial banks and joint-stock commercial
bank, and makes empirical analysis. Research shows that the
pricing behavior feature of state-owned commercial banks’
and joint-stock commercial banks’ lending rates are
significantly different. Joint-stock commercial bank in the
field of determining lending rates has a higher operating
efficiency. State-owned commercial Banks in the field of
determining the loan interest rate show obvious "relationship
features”.The competition between Banks have significant
influences on lending rates. It is consistent with Berger &
Udell, Blackwell & Winters. Enterprise applying for credit has
more loan relationship with the banks, the state-owned
commercial bank more probably provide lower lending rates
because of competition between them. However, compared
with the state-owned commercial bank, joint-stock banks pay
more attention to enterprise financial value.
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Abstract — This paper presents a model to determine the
number of manufacturer’s and buyers’ shipments, production
cycle length and production sequence simultaneously in a three-
level supply chain system. The system comprises of a number of
distributors, single manufacturer/ assembler and multiple part
suppliers. The objective of the model is to find a set of the
decision variables which minimize the average total relevant
costs of the entire system.

Index Terms — production cycle, sequencing, inventory system.

I. INTRODUCTION

A significant saving could be gained when operational
decisions along a supply chain are simultaneously determined
instead of being decided independently. Reference [1] initially
proposed a collaborative decision approach in determining the
lot size for a buyer and a vendor. The lot size was jointly set
to minimize the total cost of the whole system. It was assumed
that the vendor supplies the buyer’s demand instantaneously.
This circumstance was then revisited in [2] by considering a
finite vendor’s replenishment rate. In subsequent works, for
instance in [3], [4] and [5], a single-setup multi-delivery
(SSMD) policy was introduced and adopted to reduce the
inventory handling cost. A comprehensive review on types of
SSMD policy and the extension can be found in [6]. The
works mentioned above deal with a simple supply chain
system, i.e. the supply chain comprises of a manufacturer and
a distributor handling single item.

A number of works addressing the coordination of
production and delivery decisions for single-vendor multi-
buyer (SVMB) problems include [7], [8] and [9]. Under
SVMB environment, the vendor should synchronize the
delivery time for each buyer to avoid demand shortage. The
number of delivery cycle for each buyer and the vendor’s
production cycle are concurrently decided. The majority
works addressing SVMB problems cover only single item
cases. Reference [7] discussed multiple buyers each of whom
ordered a unique product. This research was then extended by
Kim et al. as in [10] by incorporating the vendor’s
procurement policy. Kim et al. confirmed that the average
inventory at the vendor could be further reduced if the
production sequence is also properly determined. Hence, the
vendor’s production sequence emerged as one decision
variable. However, in their model they assumed that all

products were made from a common raw material. In addition,
the raw material needed during one production cycle had to be
available at the beginning of the cycle. Under this
arrangement, a substantial warehouse capacity might be
required.

Acknowledging those circumstances in [10], this research
contributes to improving Kim’s model in several ways.
Firstly, it proposes a multi-delivery procurement policy during
one production cycle. This procedure is expected to improve
operational performances in dealing with Kim’s system.
Secondly, this research generalizes the model by considering a
number of raw materials required for each product. Finally,
the suppliers are also incorporated in the system, thus we deal
with a three-echelon supply chain system. The rest of this
paper is organized as follows. In Section 2, the problem is
further elaborated. The model development is presented in
Section 3, while preliminary results and upcoming works are
given in Section 4. Finally, Section 5 provides concluding
remarks.

II. PROBLEM DESCRIPTION

The supply chain system considered in this research
comprises of multiple distributors, an assembler/ manufacturer
and a number of part suppliers, as depicted in Fig. 1.
Reference [1] studied similar structure, yet they dealt with a
single-item problem. Hence, the production sequencing was
an insignificant issue to deal with.

C(rmpo_nents Distributors
Suppliers

O, O

T/n; T/m;
: _— _—

Manufacturer/ Assembler

Kim’s scope

Our scope

Fig. 1 The supply chain structure of the problem
Each distributor places an order of a unique product to the
manufacturer. The demand is assumed to be known and
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constant. In response to the order, the manufacturer produces
all products every 7 and has to deliver them to the
corresponding distributors every 7/m, where m is a vector
containing m; representing the number of deliveries (integer
values) for the i-th distributor during 7. Every product
requires a similar type of parts with certain quantity, which
can be observed from the Bill of Material (BOM) profiles.
The manufacturer procures parts to support the production
from the suppliers. It is assumed that each supplier produces a
particular part. They are required to deliver the part n times
(equal size) during 7, where n is a vector containing integer
values corresponding to number of deliveries for the j-th
supplier. In this circumstance, manufacture’s production
sequence (Z) needs to be properly determined to ensure the
average part inventory at the manufacturer is maintained at a
minimum level.

All those operational decisions (n, Z, 7, m) should be
simultaneously decided to ensure the average total relevant
costs of the entire system is minimized. The main aim of this
research is to develop a mathematical representation for the
described problem. The following section provides step-by-
step of the formula development.

III. MODEL FORMULATION

A.  Manufacturer-Distributor Interface

Fig. 2 shows the inventory trajectory for manufacture-
distributor linkage for three distributors (M=3) and a given
production sequence (Z=1-3-2). The relevant costs at the
distributors include the ordering cost and inventory holding
cost, whereas those at the manufacturer consist of production
setup cost and inventory holding cost.

m;=5 I)::lr:bum_r 1

9 | — T~~~ [~ [~ [~ -

Distributor 2

(unit)

P e e Distributor 3

Quantity

~

Item 3

ltem 2

x__ /\,/ Manufacturer
S ‘
H |

Unit time

Fig. 2 The manufacturer-distributor inventory profile
Recalling formula in [10], the average total cost for this
interface (ATCyp) is given as in (1).
ATC,,(M,T)= (3, 4m, +8,)/T+Ty (1)
Where y=",0.5D,/m,(H,(m,(1- D,/ P)~(1-2D,/P))+h,).
D and P are distributors’ demand rate and manufacturer’s
production rate, respectively. H[h] is holding cost for
manufacturer [distributor] while A4 and S represent
distributor’s ordering cost and manufacturer’s setup cost,
respectively. Subscript i indicates the product index.

B.  Supplier-Manufacturer Interface
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The pattern of part demand (Dp(f)) and the average part
demand, ( p, ), depends on the production sequence (Z),

production time (¢) and BOM profiles, see Fig. 3(a). The
manufacturer receives the required parts in an equal delivery
cycle during a (n=3 in Fig. 3(a)). Under this circumstance, the
shortage may occur when p, < Dp(t). Therefore, a buffer

mechanism is introduced. The inventory trajectory for the
buffer part is shown in Fig. 3(b). The buffer builds up when
Dp > Dp(f) and decreases for otherwise conditions. The

average total part inventory status at the manufacturer (Ip) is
obtained by summing the shaded areas in Fig. 3(a) and Fig.
3(b), dividing the result by 7, and subtracting final result with
IC, where IC=IB-IA4 as shown in Fig. 3(c).

The relevant costs in procurement activities consist of the
ordering cost and part inventory holding cost. Then, the
average total cost (ATCy) for N number of suppliers/parts can
be represented as in (2).

ATC,(n,T,Z)=X), Ar;n, /T + Hr,Ip,(n,T,Z) (2)
Where Ar and Hr represent the manufacturer’s ordering cost

and inventory holding cost per unit/time, respectively.
Subscript j denotes the part/ supplier index.

abp

H
S

Unit time (year)

Fig. 3 The supplier-manufacturer inventory profile
Let p, =D,/ P ; a; denotes the number of part j required for

producing one unit item 7, then Ip is as in (3), see Appendix A
for the procedures of acquiring Ip in details.



Ip,(n.T,Z)=05T%" a,D X" p,/n,+W (3)
Where
w=1,(1-%"p)+ 2 p U, +0.5L +3 1L ) - IC,(n,2)

“4)

The relevant costs for suppliers include the production
setup cost and inventory holding cost. Here, it is assumed that
all the delivery related costs are inclusive in manufacturer’s
ordering cost. Furthermore, the suppliers’ production cycles
are equal to the manufacturer’s. Given R is the supplier’s
replenishment rate, the shaded area in Fig. 3(d) can be
obtained by subtracting area ABCDE with area under step-like
pattern. Dividing the result by the cycle time (7) will obtain
the average inventory at suppliers (Is) and can be expressed as
in (5), see Appendix B for the detailed procedures.

Is,(n,T)=T%",a,D X", p.((Dp,/ R, —0.5)/n, +0.5(1 - Dp,/R)))

(%)

The average total cost at suppliers (ATC;) then can be
written as in (6). The supplier’s setup cost is denoted with K.

ATC(n,T)=X. K,/T+Hs Is, (6)

Summing Eq.(1), (2) and (6) returns the average total cost
of entire system (ATC) as a function of m, 7, Z and n and is
given in (7).

ATC(M,T,Z,n)= (I Am, +8,)+ (X, Arn, + K )/ T +

Ty + Z‘?LIHrIIp/(n,T,Z) +Hs Is,(n,T) (7)

Here, the objective is to find a set of decision variables, which
contain the number of the ordering deliveries for each
distributor, the common production cycle for each item, the
production sequence and the number of part shipments of each
part, that minimize Eq. (7). Vectors n and m have integer
values, a real value for 7, while Z contains the best sequence.

IV. UPCOMING WORKS

Formula in Eq. (7) has been manually verified. Observing
that to solve the problem analytically is almost intractable, we
performed extensive numerical experimentations using guided
looping procedures to confirm our model. It is important to
note that Kim’s model is a special case of our model. By
setting the values N=1, a;=1 for all i, n/=1 and all other
suppliers’ parameters to zero our model then should behave as
Kim’s. Based on the numerical experimentations for such
problems, our model returned the same results as in Kim’s
[10]. Further, Table I presents the performance of our model
in dealing with more general problems for five cases with
three products and one part in comparison to Kim’s. The
parameters are randomly generated. The results confirmed
that adopting the SSMD policy provides better outcomes in
dealing with three-echelon problems.

As the number of parts and items increase, the looping
procedure becomes hardly implemented. The existence of Z
inevitably leads the problem to fall into combinatorial
categories. The solution space explodes exponentially along

72

with the number of products. Consequently, solving such a
problem using the procedures consume a considerable
computation time. For instance, finding solution for a problem
with two products and three components requires
approximately 45 minutes.

Acknowledging this issue, we are currently working on
developing a genetic algorithm to find the best solution for the
problem in (7). The genetic algorithm is utilized as this
algorithm has an excellent performance on handling
combinatorial optimization. It offers an “optimal” or close to
the best solution with a reasonable computation time provided
it is appropriately designed. In addition, an extensive
numerical experimentation will also be carried out to
investigate the performance of the developed model and

algorithm.
TABLE I
NUMERICAL RESULTS COMPARISON

ATC ($)

Kim’s

Parameters input
a=[212]

Saving
(o)

Ours

D=[2706;2377;2880], /=[8;6;8],
A=[13;15;23],

1 | P=[10320;11108;11611], H=[5;5;4],
$=[219;325;319], Hr=3, Ar=182,
R=15139; Hs=3, K=391

18061 14856 17.74

D=[2420;3315;3204], h=[6:9;8],
A=[18;24;15],

2 | P=[10889;11479;11392], H=[5:4;5],
S=[387;228;212], Hr=3, A=170
R=17109; Hs=3, K=315

18342 15941 13.10

D=[2864;2325;2870], h=[6:7;8],
A=[13;24;15], P=[10715;10122;10011],
H=[5;5:5], S=[466;386:381], Hr=2,
Ar=218 R=14121; Hs=2, k=579

19320 16484 14.68

D=[2857;2856; 22771, h=[9;7;7],
A=[21;11;18], P=[11126;11018;11070],
H=[5:5;5], S=[418;202;370], Hr=4,
Ar=180 R=15749; Hs=3, K=409

19376 16537 14.65

D=[3770;3426;3053], h=[6;7;7]
A=[14;14;13],

5 | P=[11563;11766;11878], H=[4;5;5],
S=[399;274;266], Hr=4, Ar=248
R=18792; Hs=3, K=525

23228 19990 13.94

V. CONCLUSIONS

This paper extends Kim’s model (10) by covering a three
echelon problem comprising of a number of distributors,
single manufacturer/ assembler and several part suppliers. The
manufacturer and suppliers agree to adopt SSMD policy in
handling the fluctuating part demand. A mathematical model
representing the considered problem has been successfully
formulated and verified. The numerical experimentation
results show that our model outperforms to Kim’s. However, a
considerable computation time is required to find the optimal
solution. It emerges as one main drawback to address in the
upcoming works. For that reason, the authors are currently
working on developing genetic algorithms to find an effective
and efficient solution search.
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APPENDIXES

Appendix A. The average total part inventory at the
manufacturer (Ip)

Inventory at the manufacturer comprises of regular (Fig.
3(a) and buffer inventories Fig. 3 (b)). The average of the
shaded area in Fig. 3(a) is equal to

0.5¢>Dp, /(Tn,). (8)
Since D_pj =>"%a,D, /3 p, then

O-STZ;Zla,,D,Z;‘le, /nj N (9)
For given Z, the buffer inventory area for part j, Fig. 3(b), can

be calculated as
0.5¢'(1,, +1,,+ L )+0.5° (I, + L +1, +L, +L')+..+
05" (I, +L, +..+L7" +1 +L +.+L)+I (T-a).
(10)

Where

I, =|min¥ L'}Vl el2,.,M, and L =Tp'(Dp,-d'P") .
Note, a superscript indicates the order number in sequence Z.

Employing algebraic manipulation then we acquire Eq. (11).
I, (T-a)+ X5t (I, +0.5L°, + Y5L) (11)

Replacing #; and a with p,T and X, respectively and divide the
result by 7 to obtain the average inventory of Fig. 3(b) yields
Eq. (12).

1,0=-%0p)+ XL p' (L, +0.5L + X0L)) (12)
Given Z, then part demand pattern as function of ¢ is
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k pk
a,Pfora,, <t<a,

Dp/.(t|Z)={0 k=1,2, ., M-1(13)

fora, <t<T
Where o, =Yt a, =0,a, =a
Based on Fig. 3(a), the values of /B and /4 are as in Eq.
(14) and (15), respectively.
IB,(Z)= ‘min(D_pjt —~Dp,(t] Z)t)‘,Vt e k=12, M (14)

4, (n,Z) = ‘min(D_pl.t —Dp (¢ Z)t)‘,‘v’t e X ba/n, (15)

Summing Eq. (9) and (12), then subtracting the result with /C;
yields the average total part inventory at the manufacturer
(Ip), as in Eq. (16).
Ip,(n,7,2)=0.5T5" ,a,D,3" p,/n, +
[0/(1 - ZZIP,) + z}:/l:lpk (I(],' + OSLk/ +Z::1IL1,) - IC/(V[,Z) (16)
Where IC(n,Z2)= IB(Z) - IA(n,Z)

Appendix B. The average inventory for suppliers (Is)

The shaded area in Fig. 3(d) is calculated by summing the
area of triangle ABE and rectangular BCDE and subtracted by
area under the step-like trajectory.

The area of triangle ABE is

0.5tm, Dp et . (17)
The area of triangle BCDE is
(T —tm,)Dp . (18)
The area under step-like pattern is
1/n,(Dp,a(T ~ts,)+ Dpa(T —ts, —a/n ) +...+
Dp (T —ts, —(n—Da/n,)) (19)
Simplifying Eq. (19) returns Eq. (20).
Dp a(n (T ~ts,)— 0.5a(n — 1))/ n, (20)

Summing Eq. (17) and (18) then deducted by Eq. (20) to
acquire the total shaded area in Fig. 3(d) and expressed as

Dp ats, +0.5a(n —1))/n, = 0.5tm,) . (21)
The average inventory is then given by
Dp a(ts, +0.5a(n—1))/n, —0.5tm )/ T . (22)
From Fig. 3(d), we have
ts, = Dp,a/(n,R,) (23)
tm, = Dp /R, (24)

Substituting a, Eq. (23) and (24) to the formula in (22) and
after simplifications return /s as in (25).

Is,(n,T)=T%",a,D,3", p,(Dp,/ R, —0.5)/n, +0.5(1~Dp,/R))
(25)
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Abstract - Dynamic optimization of electromechanical
system is a multi-subject problem .The modeling method and
optimization of such kind of problem is studied in the paper. A
kind of new exponential inertia weight quantum-behaved
particle swarm algorithm is presented. The results of
application example proved that practical optimization
parameters can be obtained in limited time by the method, and
it is an effective way to solve such kind of problem .

Keywords: electromechanical system. quantum-behaved
particle swarm optimization. Dynamic parameters optimization.
I. INTRODUCTION

Complex electromechanical system occupies an

important position in people’s actual production and daily life.

The traditional design will show some of the features of the
defect because the design process does not take into account
the coupling system of multi-disciplinary relationships in
design tasks. Electromechanical analysis of dynamics is an
effective way in studying in most of the mechanical and
electrical coupling system of Dynamics which studies the
interaction of mechanical and electrical coupling rule by
means of energy coupling to establish electrical and
mechanical systems of the mathematical model.

This algorithm has lots of merits such as less control
parameters, a strong global optimization capability and so on.
In practice, QPSO is a effectively global convergence
optimization algorithm much better than the traditional
algorithm in convergence, stability and so on.Based on the
study of particle swarm optimization(PSO) algorithm and
quartum-behaved particle swarm optimization, this paper
proposed an exponential inertia weight quantum-behaved
particle swarm optimization algorithm (EQPSO). Using the
energy method , the electrical and mechanical parameters of
the electromechanical coupling is designed in the movement
and the dynamics of complex partial differential equations are
trial and error solution in several different ways. At last the
exponential inertia weight quantum-behaved particle swarm
optimization algorithm is useful in finding the right solution
in time. Through the theoretical analysis of the exponential
inertia weight convergence, the superiority of the exponential
inertia weight quantum-behaved particle swarm optimization
algorithm is given.

II. PSO AND QUANTUM DESCRIPTION

978-0-9831693-1-4/10/$25.00 ©2011 IERI
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Most of the optimization problem can be viewed as m-
dimensional space of the point or vector in the m-dimensional
space optimization problem . And the optimization problem
can be described as:
min f(x)=

st. a,<x;<b;

VACTR S )
i=12,---,m.

Here:

M is the number of variables to be optimized;

[al. b,-] is the definition demain of the variable x; ;

f 1s the objective function, making its value as the

particle fitness.

Particle swarm optimization(PSO) is a population-based
optimization  strategy introduced by Kennedy and
Eberhart[17]

In recent years it shows huge advantages in many
complex optimization problems . It is initialized using a
group of random particles and updating its velocities and

positions with the following equation:

K+l k k k
Vi =wxv, +c xnx(By, _‘xid)+02xr2x(Pgd —Xq)

le:;l — x;; +Vik+]

Quantum computation is a novel multidiscipline that
includes quantum mechanics and information science. In
quantum computing, the smallest unit of information is called
a Q-bit, which is defined as

|#)=a|0)+ A1)

in the other form could be expressed as {0{] Where « and

[ are complex numbers that specify the probability

amplitudes of the corresponding states. The moduli |a2 and

| ﬁ|2 are the probabilities that the Q-bit exists in state “0” and

state “1”, respectively, which satisfy

e +[[ =1

an m-Q-bit is defined as {al @, am} ,
BB\ B,

where |06,-|2 +|ﬂ,-|2 =1 (i=1,2,---,m),and m is the number

of Q-bits. A quantum also could be defined as {Siﬂ(g)} and it
cos(6)
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is satisfies that |sin(t9)|2+|cos(9)|2 =1 spontaneously. So an

m-Q-bits could be the same form
c0s(6;) cos(8,)|++|cos(6,) . Then an m-Q-bits could be
sin(4)) [sin(@,) -+ sin(6,)

replaced by the form [49] |¢92|- . |49m] and it is the same form

as an particle in the PSO.
Besides, a Q-gate was introduced as a variation operator
to promote the optimization of the individuals Q-bit.
cos(Af) —sin(AB)
sin(Af) cos(AH)
In the iteration it works with following equation:
COS(eij(.kH)) COS(AQI;/HI)) —sin(AHI;."”)) COS(eI;-k))
Sin(el;/ﬂl)) - Sin(A@I;.kH)) COS(AQI;/HI)) Sin(el;-k))

(k) (k+1)
_|cos(g;”" +AG)
- : (k) (k+1)

sin(g;”" +AG; )

1II. EQPSO ALGORITHM

The exponential inertia weight quantum-behaved
particle swarm optimization algorithm updates its velocities
and positions with the following equation:

Agjj(kﬂ) — e*(ak)AHij(k) ‘e (Hy (Pbest) _Hl;k))
+c,1,(6,(Gbest) - (9;."))

ey
0§k+1) _ gﬁk) +A6§k+l)
ij

y i
( i:1725“'5n; .] :1,2,"'7’1; k =1>2:“'d )
2)
Where, i is a particle in population, j is the number of
dimensions, a, ¢, ¢, are the selected positive real numbers; ry,
1, are random numbers in the field of [0,1].
The Procedure of EQPSO is shown in the following:
Do
k<0
Initialize 0 (9,) = (6},6),.,-

Initialize Pbest(@,j) = (Hp_,-] ) Hp_,'z [

for max-iteration k <« k +1
Solution space transforming:

0{0,)-> (o, jmd Phest(8,) > ¥ 0,

"H‘k)’

im

’ HP—im) >

)
mapping transformation from [-1 1] to [al. bi]
Evaluate f(X(Hu)) and f(X(HP_I.j )) ,

save the value of

f(X(HP_ij )) and Pbest(0,),
1r(x(6)<r(x(0.,))
f(X(HH/. )) - f(X(H”))
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Op;

End if
get the Gbest’s value and 6, , save in Gbest

=0

i

if termination condition
break
end if

Update AHU(,‘H) using (1)

Update 49[5,”1) using (2)
End for
Output Gbest
To induce (2) with (1), we can deduce the following
equation:
(k+1) _ (k) (—ak) (k)
g, =0+ A0 +c1(0,(Pbest)

~0)+ ¢, (6, (Gbest) ) ©
From (2), we get
AR AN
4)
To combine (4) and (3), we get
6, =0," +e (0" - 6") + 1, (6,(Pbest)
~0) + 1, (6, (Gbest) ~61")
)
—ak
With the increase of generation number k, €
gradually tends to zero, (5) is changed to the following:
O = 01" + ¢, (0, (Pbest) ~ O) +
¢,13(8, (Gbest) -0
(6)
According to (6), it is obvious to know that (9[(.k) is

i
operated in iterative way by Pbest and Gbest, which is acted
by random disturbance r; and r,.Inertia weight factor w which
controlling the the global searching ability and local
searching capabilities is a key influencing factor in algorithm
performance. Large inertia weight factor could increase the
ability in the global best result searching and help the
particles to rush out of local minimum points, but making the
algorithm working too slow; smaller inertia weight factor is
much better for the local search ability, making the algorithm
to be conducive to quick results, but easy to falling into the
local optimum . So in the experiments, the valuation of the w
should be taken a large number to strengthen the global
search ability at first, decreasing the valuation of the w
gradually to accelerating convergence. The value of the w in
the standard quantum-behaved particle swarm optimization
algorithm is between 0 and 1.

IV. Dynamic Optimization Method of lectromechanical
System



The swing spindle system of machine tool for solid rocket is
taken as the application example. In the spindle system
shown as Fig. 1, the rise of speed in spindle motor will cause
tool vibration in the actual machining. So, dynamic
optimization on electromechanical parameters of spindle
system is necessary in order to meet the needs of dynamics
performance. Servomotor dynamics modeling is the key issue
of electromechanical coupling dynamics analysis. Based on
electromechanical energy equations, Lagrange-Maxwell
equation and Park transform are adopted to construct the
dynamic equations.

Crass coupling Principal axis Spindle motor

| —
!7777777—l N
X 7/ qﬁ} S A

Swing motor

Nut Lead screw

Link lever
Cutter Guide sleeve

Fig.1. Swing spindle system of machine sketch

by permanent magnet synchronous servomotor, dynamic
differential equations of 2DOF spindle system have been
deduced. The dynamic differential equation is expressed as
follows:

d (i) . .o
L, d;[] + nig 7qulq|¢| =U,
d(iz/l) . . N
qu dt +nig +})ILz[lldl¢l+})I'///l¢l :Uql
d(s) . oo
Ly, jz + iy, 7qulqz 0, =U,
d(iz/z) R . N N
qu dt +”zlz/z+PzLaIzlg{z ¢Z+PZ\P/Z ?, :qu
. . 10J «2 . v .
J||¢|+J|z¢z+56¢]l]¢l *a;; PP+
J, 1aJ, )% 3.
(awf Ty ](pz - liavi+
1

(Ldl - qu)idliql:'+ B g, =T,

. . 1 0J .2 J .« e
@+ J, o+ - Zz¢z + ZZ¢|¢2+
2 09, 09, )
oJ,, 14oJ,)°° a6,
-—— o, ———[mglcosa)+
op, 209, 09,
d, cos 0,

m,g(

3r. . :
5 )}7E[l;,zw/z+(L¢127qu)ldzlqz}+Bz 9, =T,

In (7),la,lq and lgp,l are the inductances of the
servomotor in coordinate axes; iq, iq and ig, ip are the
currents of the servomotor; r;, r; are the equivalent electricity
resistances; P;, P, are the magnet pole numbers; Uy, Uy and

Ug, Uy are the voltages of the servomotor; i s Yppare

the magnet chains of the servomotor; B;,B, are the viscidity
stagnant resistances; T;,T, are the moment loads of the
servomotor; g is gravitation acceleration; Jij,J»,J;; are the
machine equivalent moment of inertia.
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The dynamic optimization problem of the swing spindle
system is how to choose the dynamics parameters of the
electromechanical system, in order that the turning and
deflexion vibration acceleration of tool A; and A, can
become minimum:

A =max ¢ (1)
4, = maxip, (¢)

Because the tool turning acceleration direction and the
deflexion acceleration direction are kept perpendicularity
with each other, the adaptation function can be constructed as

follows:
G(x) =4 +4; ®)

The EQPSA optimization method is adopted to implement
optimization calculation. Compared with different kinds of
numerical solution methods of nonlinear and variable
coefficient ordinary differential equation, Hamming method
is adopted to solve the dynamic differential equations. Flow
chart of spindle system optimization is shown as Fig. 3. The
design variables are listed in Table. By is the abscissa value of
B; By is the vertical coordinate value of point B; C, is the
abscissa value of C; C, is the vertical coordinate value of
point C; R is the rolling resistance of the servomotor; L is the
inductance; W is the magnetic flux. The mechanical
parameters of the swing spindle system, such as mass and
inertia moment of tool, guiding knot, connecting rod and
leading screw, are decided by the coordinate values of points
BandC.

The population scale of the EQPSO is 100. The largest
iterative number is 100. After 34.3 hours calculation on Dell
Optiplex 330 computer, the results of the dynamic
optimization of the swing spindle system are obtained as in

Table
TABLE I
OPTIMIZED RESULTS OF SWING SPINDLE ELECTROMECHANICAL PARAMETERS

parameter Optimized value
Adaptation  G(x)/ (rad(s ™) 59738
Coordinate B /m -0.0776
Coordinate By /m 0.0516
Coordinate  C_/m 0.0478
Coordinate Cy /m 0.06154
Resistance R/Q 1.58368
Inductance LIH 0.005702
Flux WY/ Wb 0.111142

The optimized design variables are applied to the dynamic
differential equations of the swing spindle system. Then we
solve the equations again, and obtain the optimization results.
The curves in Fig. 2 and Fig. 3 are the solution of speed and



acceleration separately. The optimized vibration curve is very
similar to the original curve, but the amplitude of vibration is
decreased obviously.
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Fig. 2.Rotational speed of tool1 before-and-after optimization
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Fig. 3.Rotational acceleration of tool1 before-and-after optimization

The tool maximum speed is 185.0806rad/min before
optimization, after the optimization the tool maximum speed
is 168.0864rad/min. The decrease of angular velocity
improves the stability of the machine cutting process. The
Tool rotation angular acceleration is 13.8058rad/s® and after
optimization it is reduced to 4.7155 rad/s>. Because the
rotational acceleration of tool’s amplitude of vibration is
reduced significantly, the impact effect of the rotating tool is
reduced as expected. The Swing tool’s deflection angular
velocity decreased significantly making the swing tool
working more smoothly.

V. CONCLUSIONS

(1) The novel quantum-behaved particle swarm
optimization algorithm is a high efficiency global
optimization capability algorithm.

(2) The problem of dynamic optimization of

electromechanical system can be solved with the combining
of dynamic analysis of electromechanical system and EQPSA.

(3) For the high dimensional complex problem on
dynamics optimization of electromechanical system, if the
weight value of the swarm particle algorithm can be changed
with special exponential function, the global optimization
efficiency can be enhanced greatly.

(4) The results of application example prove that the
acceleration of the tool and the torque vibration of deflexion

7

servomotor are decreased by the optimized electromechanical
system parameters. The dynamics optimization of
electromechanical coupling system is feasible. The presented
method can be applied to the design of robots and other
mechatronics equipments.
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Abstract —Discrete Exterior Calculus (DEC) [8] is a discrete
version of the Smooth Exterior Calculus [2]. Exterior calculus is
calculus on smooth manifolds, and DEC is a calculus for discrete
manifolds, the logical connection is obtained through the algebraic
topology methods applied to simplicial meshes. The main application
area of DEC, is the creation of discrete operators (e.g Divergence,
Gradient, Curl) to be used in numerical methods for Partial
Differential Equations. Important fields of application of DEC
algorithms are computational — mechanic [11], fluid dynamic,
electromagnetism [4] and computer graphics. We describe the
implementation of Discrete Exterior Derivative and Discrete Hodge
Star, that act on discrete differential forms in a way that faithfully
mirrors the behavior of the smooth operators [3], [9]. The
implementation of this calculus requires an appropriate data structure
to represent the primal mesh and its dual (circumcentric dual),
because it needs to support local traversal of elements, adjacency and
orientation information for the simplices of any dimension. In this
paper, after a brief introduction on DEC theory, we will describe our
implementation of the Discrete Exterior Derivative [8] and Discrete
Hodge Star [8]. The paper end with a short description of the DEC
application implement the mathematical problem of decomposition of
vector field.

Index Terms - Discrete Exterior Calculus, Discrete Exterior
Derivative, Discrete Hodge Star, Discrete Differential Forms

I. A very short introduction to DEC theory

Vector Calculus consists of operations on vectors, primal
objects, while the Exterior Calculus [2] consists of operations
on forms, dual objects. This duality makes possible to define
differential operators algebra on smooth manifolds starting
from vector calculus and using, in a very simple manner, the
formalism of Exterior Calculus. It is possible since the
Exterior Calculus has basically two differential operators, the
Exterior Derivative, d, and the Hodge Star, *. Using these
operators we express the following differential operators:

Vi = df
V x F = =dF O]
V-F=xd=*F

In the discrete setting, here considered, the discrete

differential forms are defined as discrete mathematical objects
using simplicial complexes (meshes). We both defined data
structures to represent simplicial complexes and the
implementation of the Discrete Exterior Derivative D, and the

978-0-9831693-1-4/10/$25.00 ©2011 IERI
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Discrete Hodge Star &, that act on these forms like smooth
operators.

1.1 Discrete Differential Forms

Discrete differential forms [5] have a very simple
representation: a k-form by a single scalar quantity at each k-
dimensional simplex of the mesh. A O-form stores a scalar
value at each vertex, a 1-form stores a scalar value at each
edge, while a 2-form stores a scalar value at each face of the
simplex.

Figure 1 : Representation of O- 1- 2- discrete differential forms

For O-forms, we think of this scalar as simply a point sample
of a scalar-valued function, for 1-forms, we think of this scalar
as total circulation along that edge, in general we think of a
discrete k-form as the integral of the evaluation of a smooth k-
form over each k-simplex.

In addition to knowing how much stuff is moving through
each simplex we also know in which direction the stuff is
moving, if we have an edge between the vertices a and b, we
need to know whether the stuff is flowing from a to b or from
b to a. Hence we give an orientation that gives us a canonical
direction along which the stuff flows. A positive scalar on this
edge indicates that stuff is flowing in the canonical direction,
and a negative scalar indicates that stuff is flowing in the
opposite direction. See [1] and [6] for more references.

1.2 Discrete Exterior Derivative

Le be a discrete k-form. The k™ Discrete Exterior
Derivative Dy, of is the transpose of the (k + 1)-st
boundary operator [7], denoted by o : Dx = (311 )" . The action
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of Dk on a k-discrete form ® is the matrix multiplication : Dg

= (akﬂ)T
_ %
8 (/N\)=/\

Figure 2 : the boundary 0 operator applied to a 2-simplex is equal
to the signed sum of the edges (1-faces of the 2-simplex)

To get the scalar value for a particular (k + 1)-simplex, we
basically just add up the values stored on all the k-simplices
along its boundary, but we need to be careful about
orientation. Since the sign of the scalar value changes
depending on the orientation of each simplex (and since this
choice is arbitrary), we must take the orientation into account
in our sum. This means that if the orientation of a simplex and
one of the simplices on its boundary are opposite, we subtract
the value stored on the boundary simplex from our sum;
otherwise, we add this value.
The first order exterior
derivative evaluated at the
edge (1-form) of the triangle
in the figureis : 3-1-0.5=
1.5 (the 2-form in red). We
also recall that the smooth
exterior derivative d , maps a
k-form to a (k + 1)-form. In
the discrete framework, this
means we want an operator
that maps a scalar quantity stored on K-dimensional simplices
to a scalar quantity on (K + 1)-dimensional simplices.

Figure 3 Discrete  Exterior

Derivative

1.3 Circumcentric Dual

DEC require that we define a dual mesh or dual complex. In
general, the dual of an n-dimensional simplicial complex
identifies every k-simplex in the primal (i.e., original) complex
with a unique (n - K)-cell in the dual complex. In a two
dimensional simplicial complex, for instance, primal vertices
are identified with dual faces, primal edges are identified with
dual edges, and primal faces are identified with dual vertices.
The combinatorial relationship between the two meshes is
often not sufficient, however. We may also need to know
where the vertices of our dual mesh are located. In the case of
a simplicial n-complex embedded in R", dual vertices are
often placed at the circumcenter of the corresponding primal
simplex. The circumcenter of a k-simplex is the center of the
unique (K -1)-sphere containing all of its vertices; equivalently,
it is the unique point equidistant from all vertices of the
simplex (this latter definition is perhaps more useful in the
case of a 0- simplex). This particular dual is known as the
circumcentric dual [8]. We also refer a discrete differential
form defined on dual mesh as dual forms.
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1.4 Discrete Hodge Star

In Smooth Exterior Calculus, the Hodge Star, * [8] [5],
identifies an operator that transforms a primal K-form into a
dual (n-k)- form. In [8] is defined the Discrete Hodge Star &,
as the discrete exterior calculus analogous of the smooth one:
i.e., a discrete k-form on the primal mesh is an (n - k)-form on
the dual mesh. Similarly, for a k-form Hodge Star on the dual
mesh is a k-form on the primal mesh. Given a discrete form
(whether primal or dual), its Hodge star is typically written as
& . The star is sometimes used to denote a dual cell as well.
For instance, if  is a simplex in a primal complex, &  is
the corresponding cell in the dual complex. Unlike smooth
forms, discrete primal and dual forms live in different spaces
(for instance, discrete primal k-forms and dual k-forms cannot
be added to each other). In fact, primal and dual forms often
have different (but related) physical interpretations [6]. For
instance, a primal 1-form might represent the total circulation
along edges of the primal mesh, whereas in the same context a
dual 1-form might represent the total flux through the
corresponding dual edges.

3 ) o, D-simplex
a’, 2-simplex a’, 1-simplex E

i,
N

AR .
o, 2cell

", Oecell *a, 1-cell

Figure 5 : K-Primal and (n-k)-Dual Form
II. Implementation

Exploiting the MATHEMATICA [12] graphical and computing
capabilities, we implement these discrete objects and the
Discrete Exterior Derivative and the Discrete Hodge Star
operators. A simplicial complex is represented with the triple
(Vertex , Edges , Faces), where Vertex is the list of simplicial
complex vertex coordinates, while each row of Edges gives a
pair of vertex indices defining an edge, and each row of Faces
gives a triple of edge indices defining a face. In the figure 6 an
example of a very simple simplicial complex is shown (it’s
like the OBJ representation):



vertex:{{olll 1, o}l{ol o, 111}};
Edges=({ff1,3},{3,4],{2,4},{1,2},{2,3});
Faces=({{1,2,-3},14,5,3});

11

.1

0,0 .0

Figure 6 : simplicial complex triple and its representation

The Discrete Exterior Derivative on k-forms is represented by
a matrix Dx € R™" where n is the number of k-simplices into
the complex, m is the number of (k + 1) - simplices. Entry (i,j)
of D equals £ 1 if the i™ (k+1)-simplex contains the j™ k-
simplex, where the sign is positive if the orientation of the two
simplices agree and negative otherwise: all other matrix
entries are zero.
Forli = 1, i <= EdgeNumber, i++, Edge = Edges][[i]];

vstart = Min[Edge];

vend = Max[Edge];

Dof[l,vend]] = 1;

Do[[l,vstart]] = -1;
! Figure 7 : source code for the primal exterior derivative
There are several ways to define the Discrete Hodge Star, but
the most common is the diagonal Hodge Star. Consider a
primal K-form defined on a complex K and let K' be the
corresponding dual complex. If g; is the value of o on the k-
simplex i, then the diagonal Hodge star is defined by :

bai=(b i/[ci)a; ()
where | | indicates the volume of  (note that if  is a O-
cellthen| {|=1)and & €K'.

To compute the dual form we simply multiply the scalar value,
stored on each cell, by the ratio of corresponding dual and
primal volumes. This particular Hodge Star is called diagonal
since the i™ element of the dual form depends only on the i"
element of the primal form. Hence the Hodge Star can be
implemented as multiplication with a diagonal matrix whose
entries are simply the ratios above described. Our procedure
builds diagonal matrices representing the diagonal Hodge Star
operators on primal 0- 1- and 2-forms.

II.1 An application example

The Hodge Decomposition Theorem [5] states that:

Any vector field, X :ER3 - ER3, with compact support can be
written as a unique sum of a divergence free component Vf a
curl free component Vx A and a harmonic part
H:X=Vf+VxA+H,

where f is called scalar potential and A vector potential, H is a
harmonic vector field, i.e., a vector field such that both
V-H =0and V x A = 0. Intuitively, Vf accounts for sources
and sinks in X,V x A for vortices, and H for any constant
motion.

The Hodge decomposition theorem also applies to two-

dimensional vector fields X : R> — iRz, but in this case Ais a
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scalar field interpreted as the signed magnitude of a vector
potential sticking out of the plane. Since vector and exterior
calculus are dual, we can translate the Hodge Decomposition
Theorem into the language of exterior calculus:

® =Da+&D &B+y 3)
where o is a 1-form input field, a is a O-form for the scalar
potential, p is a 2-form for the vector potential and vy is the
harmonic 1-form. On doing so, we will be able to easily
compute the Hodge Decomposition of a vector field using our
DEC framework. To compute the Hodge decomposition (3)
we use this new version of theorem and the following system
of equations:

Do =D&D o
Do =D& DB C))
Y =w-Da-4D& B
In our implementation we consider the 1-form w e R,
oY) =26 (x + y)dx + (y - x))dy) given on the

Primal Mesh of Figure 4. To do this we discretize the 1-form,
using one-point Gaussian quadrature, evaluating the 1-form
over each edge with a single quadrature point located at the
edge midpoint:
Omega = Table[o,fi,EdgeNumber}, j,1}];
For[s=1, s<=EdgeNumber,s++,indices = Edges[[s,All]] ;
wa = Vertex([[All,indices[[1]]]]; w2 = Vertex[[All,indices[[2]]]];
edg=w2-wi;
midpoint = 0.5 (w1 + w2);
x = midpoint[[1]]; y = midpoint[[2]];
W = 2 Exp[-(x"2+y"2)]((x + y){1,0} + (y - X) {0,1});
Omegal[s]] = W .edg;

Figure 8 : source code for the discretization of the ® 1-form

After the 1-form discretization, in order to compute and
visualize the vector field generated by we need to
interpolate the corresponding values. Since, the Whitney bases
[4] [11] provide a set of smooth forms, that interpolate discrete
forms defined on a simplicial complex, we used them to build
a smooth form corresponding to a discrete form. A similar
procedure have been implemented for divergence free vector
field, for curl-free and harmonic field. The final results of our
implementation are represented in the in figure 7.

III. Conclusions

In this paper we synthesized the main ideas underlying the
DEC. Using some concepts of differential geometry and
algebraic Topology we gave a simple discrete characterization
of the major mathematical operators (Divergence, Curl,
Gradient). The main DEC applications are the definition of
discrete operators to be used in Partial Differential Equations
numerical methods. With these goal in mind a software
implementation using the MATHEMATICA framework was
proposed. The symbolic manipulation approach fostered by
MATHEMATICA environment simplify the programming efforts
and enabled us to build the Discrete Exterior Derivative and
Discrete Hodge Star operators which underpin the entire



calculation scheme. Finally, this implementation allowed us to
develop the Decomposition of Vector Fields.

From the computational point view, few DEC-based solvers
have been implemented and convergence and error analysis
estimates remains to be studied. Since an increase number of
PDE problems are considered in a DEC framework, further
issues will undoubtedly arise.

Harmonic Field

Divergence Free Field

Figure 7 : Computing the decomposition of vector fields
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Abstract -In the past geotechnical engineering workers
paid more attention on water conservancy,railway and

mine construction;In recent years, along with the

development of highway,geotechnical engineering problems

are increasingly outstanding in the highway

construction,and some of them have become the key factors
of construction highway investment and engineering
success or failure. Geotechnical engineering is regarded and
developed in highway construction with the development of
highway, which plays a tremendous role and achieves
remarkable economic and social benefits.In spite of
this,owing to the limit of engineering qualities,many
geotechnical engineering problems of highway construction
should be studied in depth,therefore some geotechnical
engineering common problems of highway construction are
discussed and the solutions of such problems solution are
provided.

Keywords:highway project; slope; tunnel; geotechnical

engineering;groundsill; surrounding rock

I.  INTRODUCTION

As we all know, the development of highway
construction is the necessary condition of the coorld
economic booming during the material preparation. Such
as America after the World War, Europe in 1960s, Japan
in 1970s, south-east Asia in 1980s, which all have
proved this. No matter how perfect the basic traffic
facilities except highway in these countries, or whatever
geotechnical properties they have, the development of
highway project, especially the development of freeway
is the decision condition of its economic development.
After the reform and opening up, highway construction
in China also has a rapid development. By the end of
2001, the total highway in used has been up to 1,400,000
kilometers, and the freeway has been amounted to
16,000 kilometres. According to the general plan of the
highway development in China, the total highway in
used will be up to 1600,000 kilometres and the freeway
will amount to 80,000 kilometres after the next ten years
construction. So the next ten years is still the important
stage of the freeway construction in China.

Geotechnical problems met in highway construction
were paying much attention to is begun with the
development of the freeway. Because the grade of the
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highway in the past was very low, wherever we met the
geotechnical problems, we avoided it. But with the
construction of the freeway, to deal with the related
geotechnical problems has become a very important
condition to make sure that the highways in constructing
will have good quality in the future. According to the
usage classification, the geotechnical problems met in
the highway construction can be summarized as follow
aspects:

(1)Ground Engineering : mainly points to the soft
ground treatment in different areas.

(2)Subgrade Engineering: mainly concludes the
deformation and stability of the high-stacked
embankment, the subgrade engineering with special
stacked materials, the construction techniques at the
bridge abutment, the culver under the high-stacked
embankment, the protection and retaining wall
engineering of the subgrade and the illness treatment of
the subgrade, etc.

(3)high slope engineering-with the construction of
the freeway in mountain terrain, more and more high
slope engineers are met, and the evaluation of its stability
and the relevant treatment method not only relates to the
invest, but also becomes a important factor for the safe
usage of the freeway.

(4)Foundation Engineering : highway bridges have
many forms and its own properties, thus, its foundation
should also has different forms and properties.

(5)Tunnel Engineering :highway tunnel usually has
a big span, especially when short tunnel is adopted in the
freeway at mountainous areas, consider with the highway
alignment, will be selected, and all these will result in
many related problems to be solved.

II. PROBLEMS AND DEVELOPMENT

A Ground Engineering
(1) The treatment of the soft ground under the
high-stacked embankment.

Because the freeway in east China began earlier and
developed more rapidly than the other areas in China, the
first difficult problem met in the freeway construction is
the soft ground treatment. There are two problems need
to be solved in soft ground treatment in the freeway
construction: Mto promote the ground strength so as to
make the ground keep stability during the stacked
progress; @to control the ground deformation to satisfy
the settlement of the subgrade of the freeway.

In fact, during the construction of the freeway,
almost all the ground treatment methods have been used.
Through many years practice and sum up, two methods
are widely used in the soft ground treatment in the
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freeway project: (Ddrainage consolidation method;
@composite foundation. In the drainage consolidation
method, sand drain (or plastic drain) ground with
surcharge preloading and sand drain ground with vacuum
preloading have been widely used. In the composite
foundation, powder deep mixing method is mainly used.

(2) The treatment technique of the loess ground

Loess have a widely distribution in China, and the
construction of the high-grade highway cannot avoided
from the loess area. The loess problems need to be
solved in the construction of the high-grade highway
includes two aspects: (Dcollapsible loess treatment; @
investigation and treatment of the cell under the loess
area.

The study of the collapsible loess began at the
beginning of 1900s, but the real study work was acted
with many projects after the establishment of People’s
Republic of China, and the main results can be seen from
the four revision of the build standard in the collapsible
loess area. But the freeway is strip engineering and
always longer than 100 kilometers, if all the
classification and treatment methods obey the existed
standard, the highway construction investment will not
be accepted. Thus, relevant classification criterion and
treatment rules should be built combined with the
highway load properties, which is very important in the
highway construction in the west part of China.

In the past, the affection from the collapsible of the
loess during the freeway construction was not pay
attention to and thus brought many problems, which was
not only a waste of money, but also undermining the
social affection of highway and its usage. In recent years,
the serious affection of the collapsible loess met in the
highway construction have been, realized and much
attention have been pay to its investigation and study,
which is good for the highway construction in the loess
area.

The cell under the loess area is another ground
illness in the highway construction in this area. Some of
the cells are formed from the big void structure of the
loess and its moistening, some others are formed from
the excavation of the sand, gravel and other human
actions. The distributions of the cells don’t have any
rules, and its depth are not fixed, which all bring great
affection to the construction quality of the high-grade
highway. So, how to efficiently investigate the
distribution range and size of the cells, how to evaluate
its affection degree, how to select a treatment method
and detect its treatment effect is a difficult task.

(3) Other ground problems

Except the soft ground and the loess ground, other
special soil also has a widely distribution in other arrears
in China, such as expansive soil, salty soil, permafrost,
etc. The highway construction in these areas also can
meet many difficulties and its ground treatments are also
a problem need to be studied. And, the highway
construction in the karst area also has the ground
treatment problems, which has been pay attention to
now.

B Subgrade Engineering

(1) The stability and deformation of high-stacked

embankment and dam embankment.
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Because of its special topography, high stacked
embankment and dam embankment are widely used in
the loess area, and there are many problems during its
usage, the first is the stability problem and the second is
the deformation problem.

The stability of the embankment concludes the
decision of the proper slope ratio, the reasonable across
section and the affection of the water to the subgrade
stability in the dam embankment, ect. Compaction
standard also has a bad affection to the stability of
high-stacked embankment.

The settlement of the high-stacked embankment is
another more difficult problem than its stability in the
high grade highway engineering. How to calculate its
settlement and control settlement are always according to
the experience, especially the evaluation and control of
the settlement at the fill and cut transition pant is another
problem has not been solved.

(2) The subgrade with the soil-stone mixture or big
size gravel

The west part of China is a mountainous and hilly
terrain, and the south west area has abundant gravel
materials. In the real project, the deep cutting and tunnel
construction also makes out many big size gravel. But
according to the relevant standard now in use in China,
soil stone mixture and big size gravel are not fit for the
fill material of the subgrade But, take into account the
economic, social and environment factors, the
construction department has tried to use the soil-stone
mixture and big size gravel as the fit material of the
subgrade. Most of the projects are successful, although
there are still many problems.

For a long term, compaction properties of the fit
material and the test of detection standard are all built on
the basis of the fine-grained soil. How to select the
construction machines, select the relevant compact
method, quality detect and evaluate method of the
soil-stone mixture and big size gravel subgrade is still in
study now.

(3)The subgrade construction technique at the
bridge abutment.

Bridge abutment is a place with many highway
illnesses. Jump at bridge abutment is the most common
form of the illness. Jump at bridge abutment of the
freeway makes people feel uncomfortable and unsafe.
The construction technique of the bridge abutment
relates to the structure, material, etc. The settlement of
the subgrade concludes the embankment settlement and
the ground settlement.

(4)The culvert under the high-stacked embankment.

The culvert under the high-stacked embankment is
widely used in the highway construction in the west
China. Because its function just likes the small bridge,
but its investment and construction condition requiment
is much lower than the small bridges, the culvert is
always as the first selected measurement. But the
actuality of it at present is that almost all the constructed
culverts have illness. And the mainly reasons of the
illness are as follow:

(1) The calculation of the earth pressure on the
culvert is incorrect

(2) The realization of the mutual work mechanics
for the culvert, the fill soil and the ground are not clear.



(3) The calculation method of the culvert structure
is not reasonable.

(4) The design and investigation standard of the
culvert is low.

(5) The construction procedure and method of the
culvert is not reasonable, the detection standard and
control method of the construction quality is not
satisfied.

The usage of the culvert under the high-stacked
highway in the engineering should be considered as an
engineering problem with Chinese characteristic. The
highway mountainous also has culverts, but the
high-stacked embankments and deep excavations are
always substitute by the viaduct in other countries. And
domestic mountainous highway often use high-stacked
embankment and deep excavation with culverts under
them, and its design standard is low, so the problems of
the culvert under the high stacked embankment is very
outstanding.

The theory study of the culvert under the
high-stacked highway mainly concludes the study of the
earth pressure out on the culvert and the mutual work
mechanics of the culvert with the soil. As for the earth
pressure of the culvert, we all know it is bigger than its
own gravity load, but its quantity is affected by the
construction method, classification of the fill and the
geologic and topographic feature.

(5) subgrade protection
engineering

The protection and retaining wall engineering of the
subgrade have to a big ratio in the highway project,
especially, the highway in the mountainous terrain,
Retaining wall engineering is one of the important
aspects to make sure that the highways have a good
quality. In the recent highway development, there are
more and more new forms of the walls, such as
reinforced soil wall, geocell biological wall, geotexitile
wall, etc. There are many successful projects, but also
has some failure projects.

(6) The treatment of the subgrade illness

Because of the unreasonable design and
construction quality problems, there are always many
kinds of illnesses of the subgrade engineering after the
highway is in use. The problems are more serious in the
earlier constructed highways. These illnesses affect the
usage of the highway and traffic safety and should be
treated in time. Directed against these, proper treatment
method and construction procedure should be found out.

and retaining wall

C high slope engineering

There are many high slopes in the mountainous
freeway, especially in China. Because of the limitation of
the investment, the high slope engineering is very
common. It will directly affect the project investment
and bring many unsafely problems if the high slope
engineering is designed unreasonably. In the highway
high slope engineering, the following problems should
be studied:

(1) The reasonable slope ratio and the slope form of
the high slope.

(2) The biological protection of the soil high slope.

(3) The biological protection of the rock high slope.
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(4) The disaster monitors and forecast technique of
the high slope engineering in the mountainous terrain.

D Foundation Engineering

Pile foundation can be said as the most common
foundation form in the highway bridge. Directed against
its different use areas, it has many new forms, which can
be concluded as the following aspects:

(1)The usage of the excavated and cast-in-place
pile.

(2) The usage of the big diameter pile foundation.

(3) The reasonable depth of the pile foundation in
the loess area.

(4)The usage of the low strength pile of the
composite ground in the loess area.

E Tunnel Engineering

In 1960s to 1970s, the railway department studied
the distribution rules of the surrounding rock pressure
and the construction method of the small span (<8m)
loess tunnel and had some results, which efficiently
guided the design and construction of the single-line
railway tunnel at the loess area. But, as the freeway
tunnel usually has a big span (>13m), and its force,
deformation and environment conditions all has its own
properties, the existed results can’t satisfy the
requirement of highway construction. So,combined the
freeway construction with the properties of the loess area
in China, studies the surrounding rock pressure of the big
span loess tunnel and the movement of the water in the
soil; decides the design parameters, and makes out
relevant construction procedure will promote the
construction level of the highway tunnel in the loess
area, decrease the tunnel illness and guide its design and
construction.

III. SUMMARY

(1)Pay much more attention to the basic theory
study of the Geotechnical. Engineering Problems in the
highway project.

(2)Widely borrow and adopt the advanced
techniques and experiences of the other industrial and
other countries.

(3) Perfect the industrial standard.

(4)Adopt new thoughts, new techniques and new
materials,promote the level of the Geotechnical
Engineering in the highway project.
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Abstract - This paper investigated the finite element
simulation for cyclic load test of precast segmental bridge
columns. The simulation utilized fiber model beam column
element and was proved valid by comparing the simulation
results with the test results. The influences of prestressing tendon
ratio and mild reinforcement bar ratio were studied with two
additional assumed specimens. The simulation results show that
unbonded prestressing tendon has good self-centering ability and
bring little residual displacement in segmental bridge columns.
Increasing the area of mild reinforcement bar leads to the
increment of hysteresis cycle area, residual displacement, yield
strength and ultimate strength. The base joint opening size of
pure prestressing column is the biggest, while that of pure mild
reinforcement column is the smallest under the same lateral drift.
The column with pure mild reinforcement dissipates the most
energy and the column with pure prestressing tendon fails at
about 4% drift. The proportion of the two kinds of reinforcement
needs careful consideration to fulfill the stiffness and residual
displacement requirement of specifications.

Index Terms - precast concrete; segmental construction;
bridge columns; fiber model; finite element simulation

I. INTRODUCTION

In the last decade, more and more scholars began to pay
attention to the research, development and application of
precast segmental components and systems in highway
bridges. Conventional cast in place construction method of
bridges needs formworks, usually causing traffic jam, which
influences the progress of cross-river or cross-sea project, or
leads to a waste of time for passing vehicles in busy urban
areas. Precast segmental construction of bridges provides a
solution to this problem by transferring most of work from
construction site to precast factories and makes the quality
easily controlled. Precast construction also produces less
waste and reduces environmental pollution.

Wang Z.Q. et al™ studied the seismic resistant design of
precast segmental bridge columns in the approach span of East
Sea Bridge in Shanghai China, and concluded that the
arrangement of prestressing tendons caused strong influence to
initial stiffness, but little to ultimate strength, and the bonded
prestressing tendons caused large residual displacement in
cyclic loading test. Ge J.P.™ studied precast segmental bridge
columns by cyclic load test and shaking table test, considering
segmental or cast in place, bonded or unbonded, prestressing
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tendon or mild reinforcement bar. But there are significant
differences between simulation results and test results. The
reason is that the concrete damage and deactivating after
crushed is not considered. Zhao N. ) et al carried out precast
segmental bridge column cyclic load test, and the results show
prestressing tendon increases the self-centering ability and
decreases energy dissipation of components. The damage of
precast segmental bridge columns concentrates in joint region,
and the residual displacement was less than that of socket joint
specimen.

Billington S. L. Mstudied the cyclic test of precast bridge
columns, in which the first segment is made of high
performance composite fiber concrete. The results show the
system can dissipate more energy than conventional concrete
precast segmental bridge columns, the lateral drift can reach
3%~6%, the depth of column base embedded in pile cap has
much influence to the development of column base micro crack
and the ability of hysteresis energy dissipation. Hewes J. T. et
al®studied unbonded prestressing precast segmental concrete
bridge columns by cyclic load test and theoretical analysis. The
specimen base was strengthened by steel tube. Test results
indicates that column shear is transferred by friction between
segments in the high axial compression ratio, but structural
details such as shear key are needed in the low axial
compression ratio. Adequate ductility of the column can be
ensured when the volume reinforcement ratio of steel tube is no
less than 2%. Ou Y. C. et al'® made an improvement by placing
additional bonded energy dissipation reinforcing bars in
segmental column besides the unbonded prestressing tendon.
The energy dissipation bars are unbonded some length in pile
cap below column-base joint to make the stress distribution of
reinforcing bar uniform, and to delay the fracture of ED bars.
The bridge aseismic specification of Japan requires the residual
displacement of bridge after earthquake not larger than 1% to
be repaired easily . Ou Y. C. et al® has verified through test
that the residual displacement will not larger than 1% if the
shear resistance provided by energy dissipation bar is below
35% in segmental bridge columns.

The specimen in literature [6] was studied utilizing fiber
model method to find the influence of prestressing tendon and
mild reinforcement ratio to the force-displacement curve, joint
opening, equivalent damping and energy dissipation of
unbonded prestressing precast segmental bridge columns.

MIME2011



Il. CycLic LOAD TEST

The test was carried out in Taiwan by Ou Y. C. et al'®. Test
specimen C5C-UB was shown in Fig. 1.The component has a
height of 5700mm, with a cap beam and base cap. The column
height is 3600mm, which consists of four 900mm high
segments. The column cross section is rectangle with a middle
hollow area, the outer rectangle is 860x860mm, while the inner
side length is 430 x 430mm. Four unbonded prestressing
tendons were placed in the inner hollow area of column. The
prestressing tendon each has an area of 281.6mm? and the
initial prestress is 55% yield strength corresponding to the total
prestressing force of 1042kN. Twelve energy dissipation
reinforcement bars were placed inside the concrete section and
grouted. For the flexural moment of the 3rd and 4th segment is
low, the reinforcement bars were cut off in the middle of the
3rd segment. Each of the energy dissipation bars has an area of
220 mm?, and the corresponding ratio to the total reinforcement
is 0.5%.The energy dissipation(ED) reinforcement bars were
unbonded in the range of 400mm in the base cap to make the
stress distribution of reinforcing bar uniform, and to delay the
fracture of ED bars. The gravity load was applied to the cap
beam by two hydraulic actuators and remained constant
throughout the testing. The displacement-controlled lateral
cyclic loading was applied by a hydraulic actuator with one end
anchored to the reaction wall and the other end to the cap
beam. The drift levels 0.25, 0.375, 0.5, 0.75, 1.0, 1.5, 2.0, 3.0,
4.0, 5, and 6% are included with each drift level repeated
twice. The material property is shown in Tab. I. In order to
study the influence of prestressing and reinforcement bar ratio
to seismic response, two additional specimens were assumed
and calculated. Specimen C5C-C only has prestressing tendons
obtained by transforming the mild reinforcement bars in C5C-
UB to prestressing tendons according to the principle of equal
yield strength. Specimen C5C-E only has mild reinforcement
bars obtained by transforming the prestressing tendons in C5C-
UB to reinforcement bars as well. Dead Load Axial
Compression Ratio was 10% for all specimens. The parameters
of the three specimens were given in Tab. II.
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Fig. 1 Test specimen elevation and section arrangement (Unit:mm)

TABLE |

MATERIAL PROPERTY

Grout Concrete Reinforcing Bar Prestressing
Tendon
Compressi | Compressin | Yield Ultimate Yield Ultimate
ng Strength | g Strength Strength Strength Strength | Strength
(MPa) (MPa) (MPa) (MPa) (MPa) (MPa)
49 45 454 665 1682 1852
TABLE 11
SPECIMEN PARAMETERS
Dead Load Prestressin
Prestressing Axial 9 | Reinforceme
. . Tendon -
Specimen Level Compression . nt Ratio
: Ratio
(%) Ratio (%)
(%)
(%)
C5C-UB 55 10 0.21 0.50
C5C-C 55 10 0.35 0.00
C5C-E 10 0.00 1.29

86

I111. COMPARISON OF TEST AND SIMULATION RESULTS

The cyclic load test of precast segmental bridge column
was simulated by fiber model. The finite element model was
shown in Fig. 2. The column and conventional ED bars were
modeled by fibers of beam column element. The prestressing
tendons were modeled by truss element. The initial prestressing
was simulated by initial strain.

-

200
860

(a)FE model section
FJ

g

A
Column
Elements

Model Nodes

Prestressing
Tendon

(b) Elevation of FE model
Fig. 2 Sketch map of FE model (Unit:mm)

To verify the validity of the simulation method, the results
of test and simulation of C5C-UB were compared as shown in
Fig. 3. Fig.3(a) is the test and simulated force-displacement
curves, which shows although the results of simulation have
some error compared with test results but can present most of




response property of the column. Fig.3(b) is the comparison of
prestressing tendon force versus lateral drift, which shows
good agreement between test and simulation. Fig.3(c) is
column base joint opening, test and simulation results agree
well. Fig.3(d) is the comparison of equivalent damping ratios
of test and simulation, which shows good agreement at
beginning, but the damping ratios of simulation became
smaller at about 2% drift because of the bond-slip effect of ED
bars can’t be modeled in the fiber model. The results
comparison shows the simulation is correct and can be used to
study the response property of segmental columns.

600

—— Test
- == Simulation

400+

200

o
!

Force (kN)

-200 1

-400 4

Displacement (%)

(a) Force-displacement curve

—— Test
i~ = - Simulation

N oW W
a 9o a
o o o
! ! !

Tendon Force (kN)

2004

1504

100 T T T T T T T
Displacement (%)

(b) Prestressing tendon force-displacement curve
40

— Test
- = - - Simulation

= N w
o o o
! ! !

Joint opening (mm)

o
!

-10 — T T T T T T
Displacement (%)

(c) Column base joint opening-displacement curve

87

—o—Test
- o- Simulation

Equivalent viscous damping ratio (%)

Displacement (%)

(d) Equivalent viscous damping ratio
Fig. 3 Comparison of test and simulation results of C5C-UB

IVV. PARAMETER ANALYSIS

The response of specimen C5C-C and C5C-E listed in Tab.
11 were also simulated and compared with simulation results of
C5C-UB to study the influence of prestressing tendon and
reinforcement bar ratio to response of segmental column. Fig.
4(a) is the force displacement relation of the three specimen
calculation results. It shows that C5C-E has the highest
strength and biggest hysteresis cycle area, while C5C-C has the
lowest strength and smallest hysteresis cycle area. This is
because of the tendon of opposite side is loosed by
compression during displacement. It also shows C5C-E has the
biggest residual displacement nearly reaching 4%. Fig. 4(b)
shows the comparison of base joint opening. The specimen
C5C-C has the biggest opening but fails near 4% drift. The
specimen C5C-E has the smallest opening. Fig. 4(c) shows the
equivalent damping ratio. The specimen C5C-E has a very high
damping ratio of about 0.20, while C5C-C only has a damping
ratio of about 0.025. The equivalent stiffness is shown in Fig.
4(d), the specimen C5C-C has the highest stiffness at
beginning, but has the lowest stiffness at last and fails at about
4% drift.Fig.4(e) is the energy dissipation which shows
specimen C5C-E is highest and specimen C5C-C is lowest.

V. CONCLUSIONS

The unbonded precast prestressing segmental bridge
columns were studied in this paper. The comparison between
the test results and simulation results verified the validity of the
simulation method utilized in this paper. From the parameter
analysis it can be concluded as below,

1) Unbonded prestressing tendon can reduce residual drift
of segmental bridge columns.

2) Mild reinforcement bar can increase hysteresis cycle
area and residual displacement, also provides higher yield and
ultimate strength.

3) The base joint opening of pure prestressing column is
biggest, while that of pure mild reinforcement column is
smallest.

4) Column with pure mild reinforcement dissipates the
most energy and the column with pure prestressing tendon
fails at about 4% drift.
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Abstract - Hash map is a kind of very useful data structure in
huge data project; it is often used in cache, row weight, seek and so
on. Based on stl (standard template library) hash map data
structure, this article aims to improve it in some particular
application occasion, in order to save memory greatly, and enhance
seeking capacity at the same time.

Index Terms - Hash map, improvement, seeking, memory

|. INTRODUCTION

Hash map <key, value, hash, compare> in stl uses a
separate chaining (separate chaining) method, it supports user-
defined hash function and comparison function. Its data
structure described as below

T e I e
o -
=l U .

n-1

Fig.1 Description of stl data structure

It uses vector to realize a barrel with size n, subscript is
from 0 to n-1. In order to ensure elements evenly distributed
in each barrel, it uses the user-supplied hash function to
calculate a hash value of the key, and get the barrel number of
the key with the hash value modular n. This makes it possible
to create hash conflict: many elements fall into the same
barrel. In order to solve the conflict, hash map uses linked list
to connect elements in the same barrel and save key value on
the linked list nodes. In locating an element, locate to a
specific barrel according to key value and then seek the entire
list and compare key value of every node with comparison
function.

Although the operation to the list can only be linear, but
as long as hash function is not too bad, and the number of
barrels are close to the number of elements, the number of
corresponded elements in the list are very few (often 1-2).

978-0-9831693-1-4/10/$25.00 ©2011 IERI

89

Therefore, the computational complexity is O in the insert,
seek, modify, and delete operations of hash map (1).

When hash map is constructing, it can specify the size of the
barrel in advance, it can also be automatically increased as the
data insert. It uses a set of prime numbers (53, 97, 193,
389, ...., 50331653, 100663319, ..., 4294967291) to determine
the need for reconstruction of the barrel. When the hash map
is reconstructed, it will cause all data relocation and
replication with low efficiency. So, when the total number of
elements is known, if specify the size of barrel when it is
constructing, it can improve efficiency.

Il. PRINCIPLE OF IMPROVEMENT

In this article, we can improve hash map against the
following situations: elements in hash map are relatively
stable (for example, the cache system), it only loads all the
data at the initialization, after that, it is mainly used for seek or
modify and rarely do insertion and deletion operation.
Meanwhile, hash function can guarantee that it does no create
conflict or conflict can be tolerated (for example, the use of
md5 algorithm).

At this point, we can optimize for the following three
points:

A. Do not save the key values on nodes

We know that each element node is stored key value
(used to compare when seeking) in stl's hash map. Usually, the
key length is large. Such as in search engine project, it often
uses url as key, which greatly limits the number of total
elements hash map can load for each process.

In general, the length of hash value is less than the key. If
hash function can guarantee that it does no create conflict or
conflict can be tolerated, we do not need to save the key
values on nodes, it only need to preserve hash value on it.

B. Only save part of hash value on nodes

In most cases, the number of hash map barrel are very
large, it often reaches tens of millions. If we are able to
skillfully use subscripts of these barrels, we can save a
considerable portion of memory. Specifically, if we modify
the method of locating barrel according to hash value: use
some bytes of hash value to indicate barrel number, then it is
not necessary to save the complete key values on each element
node, it only needs to preserve the rest bytes of hash value.
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Take 64-bit md5 hash value as an example, if we set the
number of barrels as 16777216 (2724), barrel number can
represent 24 bits of hash value; it only needs to save the rest
40 bits on nodes. For example, hash (key) =
0x0123456789abcdef, if we use lower 24 bits as barrel
number, then barrel number is Oxabcdef (decimal 11,259,375),
it only needs to save the higher 40 bits 0x0123456789 on
nodes. When seek, it gets the barrel number by acquire lower
24 bits of key and find nodes equal to lowers 40 bits in linked
list of the barrel.

In above example, we have save three bytes for each
node. If the hash map needs to load 50 million, we can save
150M memory.

C. Revise the corresponding linked list of each barrel to array

We know that in hash map, the elements in same barrel
are managed by linked list. As each node of the list occupy
four bytes pointer. If the numbers of elements in hash map do
not often change, we can use fixed-size array or dynamic
array. On one hand, it can reduce memory occupation; on the
other hand, it can improve locating speed.

In above example, if the hash map needs to load 50
million, we can save 200M memory. Thus, through 2 and 3, a
total of 350M memory can be saved.

I11.CODE REALIZATION

GetFist3Bytes ( ) Function obtains the first three bytes of
hash value.
GetLast5Bytes () Function obtains the last five bytes of hash
value.
m_pData is barrel array.
CHashMapNodeVector is self realized dynamic array.
Major add and seek code are as follows:
/I Add function
void CHashMap::Add(unsigned long long ullHash, unsigned
long long ullValue)
{unsigned int dwindex = GetFist3Bytes(ullHash);
assert(dwlndex < 16777216);

char pszTmp[5];

unsigned long long ullTmp = GetLast5Bytes(ullHash);
memcpy(pszTmp, &ullTmp, 5);
CHashMapNodeVector& vec = m_pData[dwindex];

for (unsigned int i = 0; i < vec.m_dwsSize; i++)

{ const CHashMapNode& oNode = vec.m_pHead[i];

if (memcmp(pszTmp, oNode.pszData, 5) == 0)

{ return;

}

}
CHashMapNode oNode;

memcpy(oNode.pszData, pszTmp, 5);

oNode.ullVValue = ullValue;
m_pData[dwIndex].Add(oNode);

}

/I Seek function

bool CHashMap::Find(unsigned long long ullHash, unsigned
long long& ullValue)

{
unsigned int dwindex = GetFist3Bytes(ullHash);

assert(dwlndex < 16777216);

unsigned long long ullTmp = GetLast5Bytes(ullHash);
CHashMapNodeVector& vec = m_pData[dwindex];
for (unsigned int i = 0; i < vec.m_dwsSize; i++)

{const CHashMapNode& oNode = vec.m_pHead[i];
if (memcmp(&ullTmp, oNode.pszData, 5) == 0)

{ ullvValue = oNode.ullValue;

return true;

}
¥

return false;

}

I\VV. EXPERIMENT COMPARISON

In order to facilitate calculation and comparison, we make
all key and value are eight bytes long integer. Prepared five
sets of data, the number is 10 million, 20 million, 30 million,
40 million and 50 million. Respectively load these five sets of
data with old hash map and improved one, use them to
perform 50 million randomized seeking respectively and
observe their memory occupation and per second seeking
speed. To make the test of seeking speed more accurate,
randomized 50 million data is loaded into memory, and it will
occupy an extra 400M memory.

Test environment:

Intel (R) Xeon (R) CPU 5130@2.00GHz

8G RAM

suse linux 10.0

g++4.12

The results are as follows:

W14 hash maPDimproved hash map
2500

~ 20004
2
> 1300+
~
=}
E’ 1000-//

5004

] T T T
1 2 3 4 5
The number of hash map elements (10million)
Fig.2 Changes in memory occupation
.14 hash mapdimproved hash map

600
S =00+
; 400+
(<5}
S 300
g’ 200
< 1004
[<5]
N ul T T T

1 2 3 4 5

The number of hash map elements (10million)
Fig.3 Changes in seeking speed
From above figures we can find that with the number of
elements increases, improved hash map significantly reduces
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memory occupation. At the same time, when the numbers of
elements are less than 30 million, the seeking speed of
improved hash map has significantly improved. When the
numbers of elements are more than 30 million, due to the
number of old hash map barrel has reached 50,331,563, the
average number of elements of each barrel is less than one,
but the number of improved hash map barrel fixes at
16777216, the average number of elements of each barrel are
three-four, the seeking speed has spent on elements
comparison in the same barrel, so the speed decreased.

V. CONCLUSION

We can improve hash map according to its
characteristics and applications. Through the experiment
comparison we can find that in most cases, it saves memory
and improve the seeking speed at the same time.
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Abstract- A nanostructured surface layer about 10 £IM was
formed on 316L stainless steel plate using technology of Surface
nanocrystallization(SNC). Grain of the surface layer of the sample
SNC The

properties of nanostructured

was refined into nanometer after treatment.
microstructural and mechanical
surface layer are analyzed using by transmission electron
microscope (TEM), nanoindentation, and FEM simulation.

Key words:  Metallic Mmaterials; 316L Stainless Steel; Surface

Nanocrystallization; Mechanical Properties;
1. Introduction

Surface mechanical attrition treatment is a developed
technique that can induced grain refinement into the
nonascale regime on the surface layer of metal materials[1].
Nanocrystalline materials have been found to exhibit novel
their coarse grained polycrystalline
counterparts[2]. The majority of failures of engineering

properties over

materials are very sensitive to the structure and properties of
the material surface, and most of failures of material begin
from surface. Therefore, Optimization of the surface
structure and properties may enhance the global behavior of
materials. Surface nano-crystallization(SNC) [3] can
improve overall properties and behaviors of materials
through the surface modification by generation of a
nanocrystallization surface layer, and has been regarded as
one of the most prosperous surface technologies. Most of
surface treatments can used for SNC, among them
ultrasonic shot peening (USP) is simple and flexible,and
therefore low-cost,this technique is very useful in industrial
application. Over the past years, many researches have been
actively carried out. The nanocrystallization mechanism
was analyzed in terms of the deformation behavior and
TEM observations of the microstructural evolution of the
316L stainless steel after SNC treatment in reference [4].
The residual stresses induced by ultrasonic shot peening had

been studied by moiré interferometery method, X-ray
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techniques and the finite element method [5-7]. Some

researchers[8-10] have developed simple theoretical
analysis of the shot peenig process. Wang [11] studied the
effect of SNC on the fraction and wear properties in low
carbon steel. And it had reported that the thermal stability of
structure and hardness of the surface layer of 316L stainless
steel after surface mechanical attrition treatment by
reference [12].

In this paper, a 316L stainless steel was selected to be
treated by USP, a nanostructured surface layer was formed
on 316L stainless steel plate about 10 zm thick. The
microstructural and mechanical properties of nanostructured
layer

nanoinedtation. And the process of nanoindentation has

surface were analyzed by using TEM and
been numerically simulated employing the finite element
software (MSC. Marc). The distribution of the deformation,
the relation between the stress and strain, and the Mises
equivalent stress for the nanostructur layer and the matrix
were extracted from the simulation process.

2. Experiment procedure

2.1 Sample preparation

+— nanostructured surface layer
— trangition laver

+ matrix

— = r

Fig. 1 Diagrammatic sample structure after SNC treatment with
nanostructured surface layer about 10 microns thick
The material used in this work is 316L stainless steel
plate of 1 mm thick, its chemical compositions
contain(mass%) 0.019C,17.07Cr,11.95Ni,2.04Mo, 1.68Mn,
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0.04Cu, and 0.007S. Sample were treatmented using USP,
as the image shown in Fig.1.

The principle of the USP is based on the vibration of
spherical shots using a high power ultrasound. Because of
the high frequency of the system, the entire surface of the
component to be treated is peened with a very high number
of impacts in a shot period of time. Each peening of the ball
to the surface will result in plastic deformation in the
surface layer of the treated sample. As a consequence,
repeated multidirectional peening at high strain rates onto
the sample surface layer leads severe plastic deformation
that makes the microstructure of the surface layer of the
sample was refined into nanoscale. The transition layer of
about 90 gm thick were formed underneath the
nanostructured surface layer during the USP processing, and
there is no distinctness interface beween the nanostructured
surface layer and the transition layer. The main parameters
of the USP process in this work were chosen as follows: the
vibration frequency of the chamber driven by ultrasonic
generator is 20KHz; the shot diameter is 2 mm; and the
processing durations is 960s, respectively.

Fig.2 TEM images and SAED patters of nanostructured surface layer

Transmission electron microscopy(TEM) obervations
were carried out on a JEM-2010 transmission electron
microscope with operating voltage of 200KV. Fig.2 show
the TEM observation of the top nanostructured surface layer
at the amplificatory of 200K.The microstructure of the
nanostructured surface layer is charactered by uniformly
distributed nanoscale grains of about 8nm. The corresponed
electron diffraction pattern illustrates that these grains are
matensites with random orientation and roughly equiaxed
shap.

3. Results and discussion

3.1 Nanoindentation
The nanonoindentation method was introduced in 1992
for measuring hardness and elastic modulus by indentation

93

techniques has widely been adopted and used in the small
scales [13,14]. The method was developed to measure the
mechanical properties of a material (the hardness and elastic
modulus etc) from indentation load-displacement data
obtained during one cycle of loading and unloading. There
are three important quantities that must be measured from

load-depth curves: the maximum load, P the maximum

max !

displacement, h and the elastic unloading stiffness,

max '

S =dP/dh (also called the contact stiffness), defined as
the slope of the upper portion of the unloading curve during
the initial stage of unloading. For a body of the revolution,
related the contact stiffness S to the effective elastic

modulus E, and to the projected contact area A :

_Jz s
28A

Where S

E (1)

is a constant that depends on the

geometry of the indenter Where E, is defined by :

= .
3 )

Where E; andv; are the elastic modulus and Poisson’s

ratio of the diamond indenter, E and v are the elastic
modulus and Poisson’s ratio of the specimen.

the nanohardness H is estimated from:

H=C
A

In this work, experiment nanoindentation tests were

®

made using a nano indenter ® xp (MTS Nano Innovation
Center) )with a sharp diamond Berkovich tip by CSM

technique. To measure the hardness and elastic modulus of
nanostructured surface layer and matrix, nanonoindentation
Continuous Stiffness Measuremen was introduced .

The curves were obtained from nanoindentation tests as
shown in Fig.3.1t can be seen that the maximum loads and
the residual deepth for nanostructured layer were 7.09mN
and 140nm, however, the value of them are 5.52mN and
164nm for the matrix under the same maximum indentation
depth 200nm. And the nanohardness and the elastic
modulus of the nanostructure surface layers are about



6.05GPa and 227GPa, respectively, and are 1.4 times and
1.2 times than those of the matrix. So the nanostructured
layer performed high strength for the load of indentation.

89 -=-nanostructure
—e-matrix

load /mN

T T T
0 50 100 150 200
depth/nm

Fig.3 The load-depth curves of nanostructured layer
3.2 Finite elements simulation
The nanoindentation process involves material indented
by a rigid indenter under the condition of frictionless
contact. To simplify the analysis to a two-dimensional
axisymmetric problem, an ideally axisymmetric conical
indenter of the same area-depth function as the Berkovich
indenter, therefore, an equivalent perfect conical indenter
with a semi-apical angle of € =70.3° was used.

Fig.4 The finite element mesh of the model

No discernable differences in the result have been
shown by simulation when varying the friction coefficient
[15, 16], therefore, the contact between the indenter and the
specimen surface is also assumed to be frictionless.The
elements near the region of contact to improve the
numerical stability of the finite element calculations were
refined. The size of the third elements just under the
indenter is less than 10 nm to ensure convergence and to
perform an accurate model of contact. To avoid edge effects,

the total width is 300 zZm and height is 200 £m of the mesh

are greater than that of the indent, and the total number of
3-node triangle elements is 4616.
The parameter of FEM model needed input for

above
process
simulation, a 200 nm downward displace was imposed on

nanostuctured surface layer derived from

nanoindentation  experiment.For  indentation
the indenter which is agrenment with the experimental.
Note that because the contact area was small, the indented
material may be assumed uniform and homogeneous. The
indentation process can be simulated with the finite element
mesh shown in Fig.4

For the curve of the load-deepth determined by
simulatioan of FEM is comparable to the date from the
nanoindentational experiment,as shown in fig.6,7. The FEM
results of the load-deepth was agreement with the
experimental.

—&—FEM
—e— Experiment

load (mN)
B o Lk N o ®w A O O N ®
PR S W P SR (P

100 150 200
depth (nm)

o
ol
3

Fig.5 Curves of the FEM and experiment for nanostructured layer

—a—FEM
6 —*— Experiment

load (MmN)

T T T T T
o 50 100 150 200
depth (nm)

Fig.6 Curves of the FEM and experiment for matrix

Fig.7 Mises equivalent stress filed pattern of nanostructured layer and
matrix under the unloaded

The Mises

nanostructured layer and matrix under the unloaded as

equivalent stress filed pattern of

shown in Fig.7. it can be seen that the yield region of the



matrix is larger than the nanostructured layer under the
unloading completely.

3 conclusion

A nanostructured surface layer ,at which the grian were
refined to nanoscale, was formed on 316L stainless steel
plate by using SNC treatment. The microstructural and
mechanical properties of nanostructured surface layer are
analyzed using transmission electron microscope (TEM)
nanoindentation,and FEM method. The research findings
may be summarized as fellow.

1.The TEM results show that the grains size are 8nm in
the nanostructured surface layer and these nanocrystalline
grains possess random crystallographic orientation form
and roughly equiaxed shape.

2. the nanoindentation tests show that the hardness and
the modulus of the nanostructured surface layer are larger
than the matrix.

3. The process of the nanoindentation was developed by
FEM showed that the the Mises equivalent stress filed
pattern of nanostructured layer and matrix under the
unloaded were different.
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Abstract — With the advances in information technology
and electronics, various intelligent agricultural machines and
equipments have been developed for crop production during
pre-harvest, harvest and post-harvest stages, respectively.
Accurate information about the crop feature parameters is very
important for precision agriculture in crop production. Sensing
techniques and systems for measuring crop parameters with an
acceptable accuracy and high reliability at a reasonable price
are essential prerequisite for obtaining this information.
Ultrasound, as a nondestructive, fast and reliable technique, can
be used to measure the parameters of crop. Utilizing the pattern
recognition technique, canopy volume, crop biomass and fruit
maturity state can be determined based on these parameters.
This paper reviewed the developments in ultrasound-based
pattern recognition system for extracting feature of crop over
the past decades up to 2010. The current status of ultrasonic
systems was described in the context of commercial application.
Some of the challenges and considerations on the use of the
sensor and technology for specialty crop production are also
discussed. Emphases are placed on the technology that have
been proven effective or have shown great potential for crop
feature extraction.

Index Terms - Ultrasound technology; Pattern recognition;
Feature extraction; Canopy volume; Tissue parameters.

1. INTRODUCTION

In crop production, degree of coverage, crop height,
canopy volume and biomass density are important parameters
for precise fertilizer application, irrigation, chemical
application, as well as health assessment 2. Based on these
parameters, expected crop yields can be appraised and the
amount of fertilizers and pesticides for the site-specific crop
management can be optimized. Smart et al. (1990) described
the relationship between canopy management and yield for
grape ™. Furthermore, in harvesting combines parameters as
the height above ground or the rotation speed of units can be
specifically adapted to site crop conditions . Meanwhile,
tissue texture is a very important parameter, which reflects
the changes in tissue during the course of growth, maturation,
storage and shelf-life. The degree of firmness is usually
associated with ripeness, freshness, retention of good quality
and, therefore, with sale-ability. Furthermore, when
acoustical measurements are used in conjunction with other
physiochemical measurements, such as firmness, dry weight
content (DW), oil content, total soluble solids (TSS), and
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acidity, a link between acoustical parameters and physio-
chemical indices enables the indirect assessment of proper
harvesting time, storage period or shelf-life .,

The texture analysis can be considered as one of
applicable techniques for extracting textural features of crop
and also for pattern recognition. Pattern recognition is the
research field that studies the operation and design of systems
that recognize patterns in data. It encloses subdisciplines like
discriminant analysis, feature extraction, error estimation,
cluster analysis (together sometimes called statistical pattern
recognition), grammatical inference and parsing (sometimes
called syntactical pattern recognition). There have been
several attempts for extracting crop and products textural
parameters, utilizing different methods such as ultrasonic,
laser scanning, aerial sensing, and light penetration measure-
ment of the parameters. Pattern recognition discussed here is
limited to Ultrasound-based Pattern Recognition.

11. Fundamental of ultrasound technology

Ultrasound technology has been known for many years,
its main application areas being ultrasonic biophysics, and
industrial processes and inspections. At high frequencies and
low power it can be used as an analytical and diagnostic tool,
and at a very high power it can assist processing. Throughout
the scope of its applications, ultrasound is generated in the
same way: a device known as a transducer contains a ceramic
crystal which is excited by a short electrical pulse that has a
typical form of several sine cycles. Through the piezoelectric
effect, this electrical energy is converted to a mechanical
wave that is propagated as a short sonic pulse at the funda-
mental frequency of the transducer. This energy is transferred
into the material or body under analysis and propagated
through it ®. The ultrasonic signal emerging from the test
specimen is sensed by a piezoelectric element that acts as a
receiver, converting any ultrasound impinging on it back to
electrical energy. When the system operates in ‘pulse-echo’
mode, the same piezoelectric element acts as a transmitter
and a receiver alternately; when a ‘through-transmission’
mode is used, a second piezoelectric element acts as a
receiver.

Ultrasonic energy will propagate through a material until
the sound wave encounters an impedance change, which
means that there are some changes in the material density
or/fand the velocity of the sound wave ™. This can occur
inside the material, when the nature of the tissue changes or a
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void or reflector is present. Some of the sound energy is
reflected, and the amount reflected depends on the impedance
change and/or the size of the reflector. If there are no internal
reflectors, the wave will continue until it reaches the far side
of the test object, or until the energy is totally attenuated. The
energy attenuation of the ultrasound beam and the speed of
wave propagation depend on the nature of the material and its
structure . Most physical or chemical changes in the
material, cause changes in the attenuation and velocity of the
propagated beam. In most solids and liquid industrial
materials, as well as in most biological tissues, such as in the
human body, ultrasound energy is easily propagated, which
facilitates diagnostic or detection procedures ™,

111. Applications of ultrasound-based pattern recognition in crop feature
extraction

A.  Canopy volume/crop biomass detection

As the earlier work, Turrell et al. (1969) studied the
changes in feature data of citrus trees over period of time.
They discussed establishing growth equations for different
variables for the citrus varieties using above-ground tree
parameters including tree height, branch size and number,
leaf surface area, number of leaves, and many others (truck
diameter, fruit yield, fruit size, fruit diameter, fruit weight,
woody frame, branch number, root density, and yield).
Results showed that citrus trees and tree parts followed
growth curves similar to non-woody plants ™. A significant
amount of the physic-chemical processes that underlie tree
growth were found to be linear semi-log or log-log functions
31 In the 1970s, Albrigo et al. (1975) evaluated various tree
measurements (canopy fruit bearing densities, tree height,
canopy skirt height, canopy max diameter in horizontal
plane, and vertical height to max diameter) to determine
reliable yield and reported that the R? between canopy volume
and fruit weight ranged from 0.24 to 0.85 using multiple
stepwise regression and correlation to yield, and that no other
combination of the variable predicted accurate yields. This
information was all measured manually®**.

Ultrasonic sensors were used in crop production starting
the late 1980s. Giles et al. (1988) used commercial ultrasonic
range transducers to measure tree canopy volume. The system
was mounted and tested with an air blast sprayer and the
results showed an error rate of less than 2% on calibration
targets and an average error of 10% for apple and peach
orchards applications. They reported that the results could be
used as a means of sprayer control in the future ™. Then,
Giles et al. (1989) investigated spray volume savings using an
ultrasonic measurement which ranged between 28 and 52%,
and varied greatly depending on target crop structure U,
MoltSet al. (2001) also investigated the possibility of saving
the chemicals by measuring the distance between the sprayer
and tree canopy using ultrasonic sensors and reported savings
of spraying products up to 37% &7, Other similar studies also
reported chemical saving in spraying operations. Solanelles et
al. (2006) tested a prototype sprayer with an electronic control
system containing ultrasonic sensors in olive, pear and apple
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orchards, and reported 28-70% spray product saving when
comparing spray deposits to a conventional application ™.
Gil et al. (2007) also reported an average of 58% less liquid
applied using ultrasonic sensors when comparing a uniform
application rate with variable rate of a sprayer based on
vineyard structure variations ™,

Other groups of researchers conducted studies in
different aspects of ultrasonic sensor application. Zaman and
Salyani (2004) investigated the effect of travel speed on
ultrasonic measurement of citrus tree canopy by a Durand-
Wayland ultrasonic system. For dense foliage, the travel
speed did not affect much to canopy measurement, yielding
standard errors of 1.0-1.1% compared to manual
measurements, while light foliage measurements were
affected more by the travel speed with 1.5-3.0% standard
error in canopy and light density of foliage might reduce the
ultrasonic signal to result in poor performance in light foliage
measurements. However, the ground speed did not produce
any significant effect on canopy volume measurements ©%,
Schumann and Zaman (2005) developed a real-time software
system to map citrus tree canopy volume and height using
ultrasonic sensors and a DGPS receiver (Fig. 1). The system
continuously monitored the ultrasonic sensors and the DGPS
receiver, and measured the tree size and canopy volume. They
reported high accuracies between manual and the automated
measurements with R? values of 0.94 for tree height and
canopy volume 24, Balsari et al. (2002) developed a prototype
sprayer which could measure target size and density of apple
trees using ultrasonic sensors and found that travel speed did
not significantly affect the vegetation measurement using the
sensor, and suggested that an average of at least 10
measurements in every meter of travel distance would be
needed for proper adjustment of the sprayer 2. Scotford et al.
(2003) developed a radiometer and ultrasonic sensing system
which could measure the normalized difference vegetation
index and height respectively of three varieties of winter
wheat (Claire, Consort and Riband) (Fig. 2) #.
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Fig. 1 Schematic layout of ultrasonic transducer system and manually measured
tree dimensions used for calculation of tree canopy sizes in a citrus grove.



(b)
Fig. 2 Radiometer and ultrasonic sensing system in operation
One of the ultimate goals of estimating canopy volume is

site-specific variable rate application of fertilizer and
pesticides. Zaman et al. (2005) generated a prescription map
for variable nitrogen application to citrus trees from the
measurements of tree sizes by the ultrasonic system, and
reported that 38-40% of granular fertilizers were saved when
variable nitrogen applications were implemented on a single-
tree basis®. As described previously, other researchers also
reported savings in chemical application based on canopy
volume measurements 5%, Further, Zaman et al. (2006)
mapped a citrus grove with an automated ultrasonic system
and a sensor-based automatic yield monitoring system. They
found that ultrasonically-sensed tree sizes were linearly
correlated with fruit yield (R?=0.80) .

B.  Fruit maturity state detection and classification

For fruit and wvegetable tissues, changes in these
properties from part of the natural processes that occur during
growth and maturation, and in the course of the harvest
period, storage and shelf-life. Various physiological and
physiochemical changes occurred during these processes, and
each change is specifically determined by one or more factors,
characteristic of the pre-harvest, harvest, and postharvest
periods. The changes are expressed differently in the course
of the various periods, and are mostly reflected in the quality
of the final produce. Textural attributes are among the factors
considered in quality assessment, and are regularly used for
determination of the stage of maturity and its changes during
the ripening and softening process start on the tree and
continue during harvesting, handling and storage ®°.
Chemical contents and concentration in fresh tissues are also
important factors in determining maturity of fruit and
vegetables.

The ultrasonic properties of fruit and vegetables have
been studied in tissue segments and in whole fruit. Tissue
specimens in cylindrical or other shapes have been studied to
assess their acoustical parameters in conjunction with their
physiochemical properties such as firmness, sugar content,
and dry weight percentage ®#-?, cut halves of fruit were used
for studying of ultrasonic wave paths within fruit tissues and
for directional model development 21, and whole fruit were
used for non-destructive determination of their physio-
chemical properties, and storage and shelf-life &3,

Avocado fruit have been measured in the practice by
using ultrasonic systems during the pre-and postharvest
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stages, including growth, maturation, storage, marketing and
shelf-life. The physiochemical changes in whole avocado
during growth and maturation, and determination of the
appropriate harvest time were studied with continuous-touch
ultrasound systems (Fig.3) ©4. Attenuation of 50kHz
ultrasonic waves was measured during the pre-harvest stage.
Changes in the physiochemical and chemical parameters of
the fruit were correlated with the changes in ultrasonic
attenuation. Mizrach et al. (1997) measured the attenuation of
the ultrasonic signal of mango fruit during 10 days of shelf-
life at room temperature, and found an increase in attenuation
from 2.7dB/mm on the first day to 4.16dB/mm at the end of
the test. The trends were numerically and graphically
analyzed by means of statistical and curve fitting procedures,
and a quadratic expression was found to be a good fit to the
changes in attenuation (R?=0.99)1. A study of the ultrasonic
determination of the internal physicochemical parameters of
ripe autumn-grown and winter-grown melons was carried out
by B¢, They found that the modulus of elasticity and the
tangent modulus of the sample tissues decreased drastically,
from 644 to 209kPa, and the attenuation of a transmitted
ultrasonic pulse decreased from 3.17 to 1.1dB/mm, as the
sampling depth increased from 10 to 30mm. when the authors
correlated these results they found a strong dependence
between attenuation measurements in the tissue sectors, and
their physiochemical parameters, firmness and sugar
contents. They concluded that this strong dependence on
depth indicated a potential for using the attenuation
coefficient for the determination of internal fruit quality. Ki-
Bok Kim et al. determined the firmness (apparent elastic
modulus and rupture point) of apples as a function of
ultrasonic velocity and attenuation of the received ultrasonic
signal through the whole fruit using a multiple linear
regression method. They found that the correlation
coefficients between apparent elastic modulus and ultrasonic
velocity and attenuation were 0.884 and -0.867, respectively,
and those between rupture and ultrasonic wvelocity and
attenuation were 0.803 and -0.798, respectively (Fig. 4) &7,
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IV. Obstacles

This review presented the concepts, technologies,
developments and applications associated with the use of
ultra- sound-based pattern recognition technique for crop
growth and quality assessment. It surveyed various ultrasound
measurement methods and how they have been adopted for
measuring canopy volume of trees and physiochemical
changes and quality indices of various tissues, specimens and
whole fresh fruit. This survey confirmed that, in the decades
of attempts to apply ultrasound technique to crop feature
extraction, the technique is feasible now.

There has been considerable progress since the early
studies that were undertaken several years ago. These studies
were hampered by limited knowledge of the responses of crop
to ultrasonic waves, the lack of suitable equipment or
components, the inappropriate frequency ranges of the
transducers, or lack of power. In fact, most of the ultrasound
techniques still remain as an efficient research tool not yet
applicable in actual use. This suggests that the technology is
not yet ripe for commercial use and there are many things to
be done.

V. Future prospects

Robotic harvesting still poses a great challenge.
Improved feature extraction algorithms are needed for yield
estimation, maturity detection, coordination of robotic arms
for harvesting and adjustment of harvesting combines
parameters such as the height above ground or the rotation
speed of units. Main prospects may including:

(1). A new ultrasonic-based pattern recognition system
may be used for detecting missing seedlings and the ratios of
missing plant, and navigating rice transplanter. Since it is
difficult to determine whether the pixel of interest belongs to
plant or background because of the dense canopy of rice
seedlings, and the sun, clouds, blue sky, and other objects
outside the paddy field (building, trees and mountains) are
strongly reflected on the water surface in flooded paddy
fields.

(2). Automatic feed-rate control systems have recently
been introduced to lighten the job of combine harvester
operators by adjusting the driving speed according to the
amount of biomass entering the straw elevator. This means
that the feed-rate is measured when the crop material is
already cut and transported into the machine. Consequently,
automatic control systems always operate fractionally too late
and this can lead to suboptimal performance. With the aim of
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providing increased performance and comfort, it is expected
to adjust the driving speed, the position of the header and reel
relative to the crop, and the rotation speed of the reel
according to the information of the height, frame, and density
of crop a few meters ahead of the header, which can be
obtained by the ultrasonic-based pattern recognition system.
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Atract -University-industry cooperative education is an effective
approach to cultivate innovative talents in universities. This paper
analyses the purpose of innovaftive talents cultivating of cooperative
education, and discusses four operating mechanisms of innovative
talents cultivating by the cooperative education mode. Then it puts
Jorward operating patterns of cooperative education for innovative
talents cultivating. Finally the paper proposes safeguard measures
to provide reference for practices of University-Industry
Ccooperative Research.

Index Terms Innovative talents,
cooperation, University education

Universigy-Industry

1. INTRODUCTION

Laws of education development and talent development
have both showed that talent cultivating is a tough and
complicated system project which consists of education
environment, education resource, education process and
method. Cooperative education aims at cultivating students’
comprehensive qualities and abilities, and employment
competitive power through taking advantages of resources and
environment of universities, enterprises and scientific research
institutions and their experience in talents cultivating. Then
combine the university education of initiating knowledge with
the practice education of obtaining experience directly and
practice ability to cultivate talents.

II. PURPOSES OF UNIVERSTIY-INDUSTRY COOPERATIVE
EDUCATION FOR CULTIVATING INNOVATIVE TALENTS IN
UNIVERSITIES

A. 7o Promote the Transformation of Talents Cultivating.

The macro system reformation of economy, technology and
education has greatly promoted the incorporation process of
cooperative research in China. There are already thousands of
colleges, enterprises and research institutions which have
preceded a number of different cooperation types. The
cooperative education centering on talents cultivating is an
important program which have been extensive practiced and
got great effect. The practical effect is not only to establish a
cooperation relationship to some extend, but also to promote
the transformation of talents cultivation on the hand of
education model and operation system.

B 7o Be Good for Revolution of Education system

It can create consistently various education advantages to
make a qualitative change of the whole system of education.
Objectively speaking, the cooperation and practice pattern are
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corresponding to the thinking of “applied talents”. Obviously,
this is necessary, but not enough for innovative talent
cultivating{!l, it doesn’t meet the demand of establishing
national innovation system and strengthening national
comprehension power. This means both the practice and
theory facet of cooperative research should get promotion and
development

C. 7o Gestate Huge Potential Power of Education.

Through the cooperative education, we could take the
advantages of universities and society together, and by
arranging correctly courses and social practice, to make
university activities closer to the demand of society
development, such as the major set, initial preparation and
education content. At the same time, it could enhance the
construction of teaching team, develop the practice ability and
entire quality of teachers, and stimulate the cooperation in
researches and strengthen teaching vitality. All these are to
make students master knowledge, realize society, develop
ability and polish quality.

III. RUNNING MECHANISM OF UNIVERSITY-INDUSTRY
COOPERATIVE EDUCATION FOR CULTIVATING INNOVATIVE
TALENTS IN UNIVERSITIES

The cooperation of University-Industry should make a
resultant force. It must centre on the urgent demand of
industry and enterprises to gather talents, and stimulate
independence innovation, thus enhance talents cultivating of
enterprises. The running mechanisms are as following.

A. United Cultivating Mechanism

By selecting a sort of powerful enterprises as the
cooperative units for students practice education, colleges and
enterprises establish united fostering base together. It is
certainly a great reforming action for universities facing social
economy market to practice the two strategies, those are
“prosper market through science and education, strengthen
market by talents”.

B Construction Mechanism of “Base”

“Base” is a platform of talent cultivating in colleges
which is established by universities with authorities to give
master’s degree and doctor’s degree, and some the first-rate
large scale enterprises and high-tech enterprises. It aims at
putting the University-Industry Strategy Union in practice,
putting the common policy of talents training into effect,
supervising the quality of talents training and promoting
information exchange and communication and so on. Through
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establishing “base”, we could further universities’ revolution
of models and mechanisms of talents training, make
universities go deep into the market economic battlefield and
strengthen the teaching team; meanwhile, we could also raise
students’ comprehensive qualities and innovation abilities by
carrying out some practical research programs, which are
beneficial to the economy construction , science progress and
society development. It also could improve the enterprises’
social reputation, strengthen talents gathering and reserving
power and enhance research and innovation abilities!?),

C. Evaluation and Appointment Mechanism of Enterprises’
Part-time Tutor

For evaluation and appointment part-time tutors, we should
hold a high-level standard®!. We should free our mind and
make some breakthrough in idea and conception to adjust the
old evaluation and appointment mechanism; at the same time,
the standard and request should be strictly hold by the degree
evaluating committee of universities. Generally speaking, the
part-time tutors should have following qualities: ability of
realizing the technique demands of enterprises, ability of
solving practical problem, as well as deep theory basic. Only
those with the above qualities can instruct students to solve
technique problems for enterprises with theory knowledge
meanwhile (41,

D Property Right Mechanism.

In the process of cooperative education of University-
Industry, we should be clear about the belonging of
intellectual property right. Students must participate in the
products development. Now all technique staff who gets in the
process of products development should sign an agreement
with company to keep the intellectual property right which
belongs to the company. However the company will give
award for some important researches, especially for some
bringing economic benefit for enterprises. So the united
trained students must also sign an agreement with company .
In the study process, all the research production, no matter
independent research or cooperative research, should belong
to company. Otherwise enterprises won’t permit students to
contact the important technique content and students will learn
nothing. But in the case of theoretic research paper, the
property should be considered to give to students for
universities paying attention to this.

IV. OPERATION MODES OF UNIVERSITIES-INDUSTRY
COOPERATIVE EDUCATION FOR CULTIVATING INNOVATIVE
TALENTS IN UNIVERSITIES

The key of combination of University-Industry is to
promote a real fusion between universities and enterprises. Its
goal is to accelerate technique innovation by assembling
“three kinds of talents” (colleges teaching team, students
talents team and enterprises technique professor team)
enclosing the important core technique. Thus, Colleges can
take full advantages of social resources to overflow their
resources of teachers, talents and achievements, in order to
realize the seamless connection with enterprises and to
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provide more expansive space for innovative talents

cultivating. The models are as the following:

A. Pattern I Introduced coming and introduced going out”.

Universities can introduce famous industrial professors,
research talents and high-level managers to be part-time tutors.
They would bring the industrial frontier theories, the key
techniques which directly affect industry development and
urgent demand for national economy development into
colleges, so students could contact with the advanced
techniques and participate in significant scientific research
projects which would broaden their horizon greatlyl®.. In the
other hand, colleges should insist the principle of “introduced
going out”, and let students get training directly from
enterprises bases, in order to make relationships tighter
between colleges and enterprises.

B Pattern [l: “Two tutors” training pattern.

This pattern is to take the enterprise tutor as the primary
tutor and the university tutor as the secondary. Under their
direction, the research projects and thesis should be some
problems and techniques urgent to be solved for enterprises.
Meanwhile, united contract of University-Industry must be
signed, and excellent students should be constantly sent to
enterprises to study and research.

C. Pattern 1. Joint of subject cluster and industry cluster.

This is a perfect model for universities to cultivate
talents. The old model is mostly the one of “point to point”
which is hard to take the advantage of cluster and hard to gain
huge achievements. Now some colleges combine their core
competitive subjects which can form subjects cluster with
local industries cluster of pillar industries to construct a core
competitive technique cluster. For example, Shanghai
University of Transportation recently cooperated with CHINA
SPRING FACTORY, Shanghai Electric, Shanghai Media
Group, Shanghai Maple Automobile Company and East
Shipyard of Shanghai to apply for important projects. Since
2004, it positively research and develop the automobile
electric research platform which will face to the whole
automobile industry. Surrounding the significant programs,
the university breaks down the administration obstacle among
schools and assembles teachers and students resource to joint
with industry cluster. At the same time, the university can take
it as the students cultivating platform and carrier, and make
students participate in the technology innovation which will
lead to industry core competition power, these will strengthen
social sense of responsibility and sense of historical mission
for students.

D.  PatternINV: Co-construction of research center.
Co-construct of research center can promote innovative
talents cultivating. Innovative platform construction has
always been the “soft rib” of universities, it demands the
breakthrough of innovation mechanism for solving the
existing problems of “small scale, decentralize, spontaneity,
and repeat” phenomenon. We should tie up the talents, bases
and projects, take interdisciplinary advantages to establish
technology innovation platform and make research be done in



an organized wayl’l. We should strive for constructing the
platform and make it become the scientific innovation entity to
serve national strategy and local economic demand and bring
great influence to our country. It also makes students
strengthen their ability by participation.

V. BASIC GUARANTEES OF UNIVERSITY-INDUSTRY
COOPERATIVE EDUCATION FOR CULTIVATING INNOVATIVE
TALENTS IN UNIVERSITIES

To ensure the cooperative education model of University-
Industry to play a role in talent cultivating process, some
guarantee measures are necessary.

A Cultivation of high quality teacher team.

Colleges could retain talents to be teachers from other
institutions, such as scientific research institution and industry
department. Meanwhile industry department could invite
teachers as projects’ principals from colleges and scientific
research institutions. Through this bidirectional teachers
exchange mechanism, we could integrate the talents resource
of industry, university and scientific research department. At
the same time, teachers could enhance their theory level and
professional ability through taking scientific research, and
then enrich the teaching content. The scientific research
achievements could get test in practice and quickly be
transferred into productivity, and the updated technique and
theory could soon become teachers’ scientific research task.
This platform requests that teachers can farther develop in
longitude, as well as extend in latitude, and teachers are not
only steady, but also opening and innovative, and they are
good at both theoretic research and practical operation, thus,
they can cultivate high quality and compound talents who will
undertake national and local great scientific research
independently. They should grasp mainstream of social
development and transfer scientific achievements into practice
productivities 1,

B. Set the “wide-caliber and deep foundation” scientific
course system.

It’s good for students to form reasonable knowledge
structure by establishing expansive adaptation, reasonable
structure and high level subject and optimized course system.
The process of university-industry cooperative education
could tightly connect colleges with society and make subjects
in universities more suited to the demand of social economy
development. Through constantly adjusting and optimizing, it
can promote subjects and majors cross, percolation and fuse.
Then we could establish scientific, reasonable talents cultivate
subjects and major structures which provide more innovation
opportunities for students in the cross subjects. Colleges could
bring the development frontier of economy and the new
technique of production into courses and adjust the current
course system in order to make it more scientific, more perfect
to satisfy the demand of social development and talent
cultivating. These scientific course systems not only make
students master the massy theory foundation and systemic
specialized knowledge, but also master relevant subject
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frontier knowledge to broaden their horizon for

interdisciplinary research.

C. Zxpansion of education network.

The social and economic development is the constant
resource of teaching content. Traditional teaching network is
just restricted to course and campus which lay particular stress
on theory teaching and indirection knowledge passing on.
Although colleges are equipped with lab and experimental
facilities which is limited, they are still not as good as
practical  producing  environment.  University-industry
cooperative education could conformity colleges and society’s
education environment and resource, make up the shortage of
talent cultivating in colleges and enrich teaching content, and
finally establish a complete and open teaching process and
construct thorough education network.

D. Establishment of united cultivation organization.

University-industry cooperative education is based on the
principle of “equal, voluntary, respect and mutual benefit”. It
is important for efficient and smooth operation to keep
coordinate relationship among each department and strengthen
organization management of cooperative education. This
organization of broad is a typical form of cooperative
education for internal management in China. The broad is
mainly based on universities, at the same time uniting
enterprises and leading departments which have relationship
with universities, and is consists of the leaders of colleges and
enterprises. The broad supervise, instruct, consult and
considerate colleges’ education direction, university scale,
recruiting students, graduation distribution, scientific research
and technique development. This kind of organization form
comes from the horizontal alliance between colleges and
industry departments, which are different from the vertical
leading relationship in administration. The competent
department instructs indirectly, colleges and enterprises, as the
legal entity, normalizes the equal negotiation principle and
procedure through legal procedure, thus stable management
system and model can be established. It is beneficial to
promote cooperative education’s smooth development for the
broad with authority®l.
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Abstract - In this paper, the thermal analysis model of
satellite electronic equipment has been established using the
software MSC.PATRAN, and the key technologies in the process
of establishing the finite element thermal model of temperature
field has been discussed. The steady-state thermal analysis has
been done in the thermal module of MSC.NASTRAN, and the
results show that the operating temperature of components can
meet the requirements, and the thermal design is reasonable and
feasible.

Index Terms - thermal analysis; temperature field; electronic
equipment

. INTRODUCTION

When electronic devices work, the output power devices
are often only part of the input power, the power loss are
generally distributed in the form of heat out, along with
electronic components and electronic equipment, the
increasing power density, temperature has an impact on the
reliability of the one of the key factors[1][2].

The relationship between the accelerated coefficient of
the function degradation of electronic components and
temperature can be obtained by the Arrhenius model:

[Ea ( 11 ﬂ
Kb Tl T2

Where, 7 is the accelerated coefficients of the function

@

degradation of electronic components; tl is the function

degradation time of electronic components at the
temperature T, ; t, is the function degradation time of

electronic components at the temperature T, ; E, is the
activation energy of electronic components; K, is the

Boltzmann constant; T, and T, are the component junction

temperature.

We can see in (1), the relationship between the function
accelerated degradation coefficient of components and the
junction temperature is exponential, and the reliability
decreases along with the junction temperature increasing.
Therefore, heat from the components of electronic equipment
reliability issues brought to the attention caused by the
designer in the design process needs to take full account of
PCB thermal design and thermal analysis problems.

Satellite electronic equipment is very poor working
conditions, relatively large changes in ambient temperature,
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and the components within the equipment has high
temperature sensitivity. So, in the process of equipment design
needs to take full account of the temperature of components
inside the equipment requirements. In order to ensure the
reliability of equipment operation and must be reasonable
thermal design.

Electronic equipment for early detection of problems in
thermal design, shorten the design cycle, the introduction of
the design process in the thermal finite element thermal
analysis to determine the prototype design before production.

In this paper, the design of the satellite thermal design of
electronic equipment using the software MSC.PATRAN
INASTRAN, and gradually found design deficiencies, and
make relevant improvements. After the implementation of the
new thermal design, the device operating temperature within
the various components can meet the requirements.

Il. THERMAL DESIGN

A. Equipment’s Working Temperature

Equipment’s working environment temperature is 0-40
‘C , requires the ability to ensure the environmental
temperature is 40°C, the device operating temperature of each
component to meet the temperature derating requirements
(components of the junction temperature must not exceed 85
C)I3]
B. Chassis Thermal Design

Fig.1 Equipment structure model

In order to heat dissipation, in the design process of the
onboard electronic equipment chassis we give the following
considerations: a) the design of the chassis components as
conducive to heat, weight reduction measures can not cut off
the path or the component cooling heat resistance become
larger; b) to ensure the PCB between the plug and the chassis
has a good thermal connection between the two fill the contact
surface layer of thermal conductive filler; c)the installation of
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the chassis have enough contact area, surface roughness and
flatness of installation comply with the relevant regulatory
requirements; d) chassis with good thermal conductivity of
aluminium, the surface (except mounting surfaces) black
anodized, the radiation rate is not less than 0.85.

The equipment used plug-in structure, just as shown in
Fig.1.

C. PCB Thermal
Coefficient Calculation
a) PCB thermal design

There is a PCB in chassis. In the design process, we take
the following measures in order to enhance heat dissipation:

1) the equipment within the PCB material is FR4, but the
thermal conductivity of FR4 is low which can not be good.
So cover the copper on the PCB in the corresponding layer.
The heat transfer directly to the boards through most of the
copper layer and the heat dispel through the copper foil.

2) to ensure that printed border in close contact with the
chassis, PCB locking wedge is installed on both sides of the
border agencies, boards and chassis frame between the contact
surface is coated with thermal grease.

3) In order to enhance the PCB heat transfer between the
border and panel capacity, the two are closely connected by
SCrews.

b) The calculation of effective thermal conductivity of
PCB

To simplify the PCB multi-layer structure after copper
clad, equivalent to anisotropic material will be printed, in
which direction along the PCB plane thermal conductivity
isk, , thickness of the thermal conductivity of k.

PCB plane along the direction of the equivalent thermal
conductivity is [1]:

Ky =keu Ve Fhera x (1-Vey )
k

Design and Thermal Conductivity

O]

Ve is the

Where, “Cuis Thermal conductivity of copper,

Kera is the thermal

copper content in the volume of PCB,
conductivity of FRA4.

PCB thickness direction in a small proportion of copper,
much of the material is FR4, the direction of the thermal
conductivity can be simplified as:

Ky =kegy

¢) Thermal design of components

Spacecraft electronics components within the chassis for
heat dissipation in two ways:

1) Components and PCB soldering, the heat passes
through the solder to the PCB.

2) The components of their own heat radiation.

PCB heating components on the main installation is
divided into: components covered aluminium heat sink top
surface, heat sink and component thermal pad placed between
the top surfaces; aluminium heat sink screws through the
frame with the PCB connection, contact Thermal grease
between the coated surfaces.

I1l. THERMAL ANALYSIS

©)
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Thermal analysis thermal model is the basis and core of
the analysis. And the model is good or bad largely determines
the accuracy of analytical results. Therefore, thermal analysis
modelling is the key issue.

Finite element method is a numerical approximation of
the true situation. We solve a finite number of numerical
simulations of the multiple unknowns’ real environment
through the mesh of the object.

Node of the grid by finite element analysis is the
cornerstone, but the more the number of nodes does not mean
more accurate thermal analysis. Thermal model from the point
of view, the nature of the node the more the results reflect the
model was more accurate.

The starting point is the numerical analysis and thermal
analysis of discrete nodes in the network equation, so the
finite element modeling of the basic requirements is:

1) Finite element model must be adapted to the
characteristics of thermal analysis;

2) Finite element modeling of thermal
conditions must be conducive to attach;

3) Finite element modeling and mesh nodes throughout
the division of the thermal model must be consistent with the
physical properties, such as: whether the insulation board, the
board whether the installation of equipment such as surface or
cooling surface;

4) Heat transfer characteristics of a geometry node must
be unified interface.

Several aspects of the above described only from the
finite element modeling of a number of considerations. The
most critical requirements of the physical model from the hot
start, analyze specific issues, a clear physical meaning of each
node of the heat in order to build the finite element model of
thermal analysis. In this article the finished product suing the
software MSC.PATRAN thermal analysis model. In the
modeling process, first create the various components of the
finite element model, and then the finite element model of
these independent assembled into machine model. Whole
model is completed, then one by one definition of boundary
conditions, radiation conditions and the thermal coupling, and
ultimately complete the thermal model of the set.

A. Geometric Simplification

Cell types according to structure and shape, and analysis
software to determine the heating conditions, the main
applications include the shell per unit type, body cells and so
on. The device geometry is very complex, in order to facilitate
the finite element analysis, in the process of modelling its
appropriate simplified. The finite element thermal model is
shown in Fig.2.

In the choice of unit, made the following considerations:

1) The chassis and printed are sheet structure, which are
used 4-node plate elements (Quad4) simulation;

2) Printed border and the parts of the aluminium heat
sink can be reduced to sheet structure, with 4-node plate
element (Quad4) simulation;

3) PCB heating components are the major 8-node solid
elements (Hex8) simulation;

boundary



4) Do not separate components of small heat loss model.
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Fig.2 Machine thermal model
B. Define Material Properties
The major components of the thermal performance

parameters are shown in Table 1.
Table |
Thermal property of materials

., |Thermal conductivity| Hemispherical
component | Material WI(mC) emissive
Enclosure |} minum 117 0.85
surface
Chassis
mounting

plate IAluminum) 117 0.2
Heat sink
Printed Box
Plane direction:
PCB FR4 48.77 0.02
Thickness:0.3
Shell 1 pastic 0.8 05
components

C. Loading Boundary Conditions and Constraints

1) equipment chassis mounting plate as the temperature is
40 C heat sink surface, the surface of the chassis as the rest of
the adiabatic boundary treatment.

2) In all major components of the top surface of heat load
the appropriate heat flux (heat flux = heat loss / component
top surface area).

3) PCB processing components on a small
consumption for the uniform heat source.

4) Consider the components, chassis and radiation heat
transfer between the PCB. Ignore the thermal radiation
component pin.

5) Printed on both sides of the chassis frame housing the
contact between the heat transfer coefficient determined based
on experience 1500W / (m* « °C). Printed border between the
chassis panel contact heat transfer coefficient is 150W / (m? o
C).

heat

6) aluminium heat sink and PCB border between the
aluminium heat sinks (or printed box) and the components of
the contact surface between the various pieces of PCB thermal
contact between the heat transfer coefficients obtained 1500W
/(m®eC).

D. Thermal Analysis

By thermal analysis, we can calculate the components of
the shell temperature (heat sink surface temperature
components), components of the junction temperature is using
the following formula:

Tj :Tc +Q- Rj-c (4)
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T

T

c

Where, is

temperature,

the Components of the junction
the of the shell
temperature, Q is the heat Components costs, RJ-_C is the

is components

components of the crust thermal resistance.
The main cloud temperature heating components is

il

Fig.3 Temperature distribution of the components on the PéB

IV. CONCLUSIONS

We can draw the following conclusions through the
thermal analysis and thermal balance test:

1) High heat consumption of the device operating
junction temperature of components below the steady-state
temperature derating, thermal design to meet the
temperature derating requirements, which is reasonable and
feasible.

2) The thermal analysis model of the chassis, PCB
and components is basically in accordance with the actual
structure of the heat transfer device, which can simulate the
situation.
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Abstract - Detailed analyzes and introduces the design ideas
of the binary tree layer order traversing algorithm with the
usage of auxiliary queue space, gives the algorithm description in
C, and evaluates the algorithm from two aspects of the time
complexity and the space complexity, so as to provide a specific
example of the applications of the queue.

Index Terms — Queue, Binary tree, Binary tree layer order
traversal, Time complexity, Space complexity

I. INTRODUCTION

Queue is known as FIFO(First In First Out) linear list™?.,
Binary tree has the tree logical structure. The so-called binary
tree traversal is a process accessing all nodes on a binary tree,
and each node only once, according to a certain rule®*. The
meaning of "access" is very wide, it can be various operations
such as outputting the information of the node!™,

This paper will introduce the application of queue in
binary tree layer order traversal, analyze detailedly the
algorithm design ideas, give the algorithm description in C,
and analyze two aspects of time complexity and space
complexity of the algorithm, so as to provide a specific
example of the applications of the queue.

Il. QUEUE STORAGE STRUCTURE

The logical structure of queue only allow of insertion in
the rear and deletion from the head, so it requires the head
location and the tail location of the queue. Similar to the linear
list, the structure of queue can be both the sequential storage
structure (called sequential queue) and the linked storage
structure (called linked queue). The operations of linked
queue are actually the same as the single linked list, but the
insertion is only allowed at the rear and the deletion is only at
the front™. Binary tree layer order traversal uses only the
FIFO property of auxiliary queue space to achieve traversing
all nodes, and the linked storage structure will reduce the
utilization of the auxiliary space, so we choose the sequential
storage structure for the queue.

The type of sequence queue can be defined in C as
follows:

typedef struct{

ElemType queue[MAX];
int front,rear;

}SeqQueuel:

The member queue is the vector space of the queue,
which is used to store the elements. The members front and
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rear are vector subscript indicators. The former indicates the
previous element location before the first element, while the
latter indicates the last one.

I11. BINARY TREE STORAGE STRUCTURE

If the binary tree has the form similar to the complete
binary tree, you’d better choose the static vector storage, so
that the parent-children relationship of nodes can be specified
according to the property 5 of the complete binary treet. But
for the non-complete binary tree, you’d better choose the
binary linked storage structure instead.

The binary linked storage structure is shown as Fig.1.

| Lehild | data | Rehild |

Fig. 1 The node type of the binary linked storage structure

The type of binary linked storage structure can be defined
in C as follows:

typedef struct Node{

DataType data;
struct Node *Lchild,*Rchild,;

} Node, *BTree®;

The member data is used to store the value of a node, and
the members Lchild and Rchild are two pointers that point
respectively to the left and right children of the node.

Without loss of generality, we use the binary linked
storage structure to store the binary tree in this algorithm.

IV. BINARY TREE LAYER ORDER TRAVERSING ALGORITHM

The binary tree layer order traversal accesses all the
nodes from top to bottom, left to right in each layer, so the
algorithm design and implementation can use an auxiliary
queue space.

A. Algorithm Design ldeas

The key of designing the binary tree layer order
traversing algorithm using auxiliary queue space is how to
store and access the node pointers according to the order of
layers!®. You can define the elements of the queue to be
pointers pointing to the node addresses on a binary tree, so the
algorithm can be carried out as follow:

(1) The root pointer enter the queue;

(2) Remove an element from the head of the
queue(delete from the queue), and perform the
following steps:

@ Visit the data value of the deleted node;
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@ If the Lchild pointer of the node is not NULL,
then the left child node enter the queue;

@ If the Rchild pointer of the node is not NULL,
then the right child node enter the queue;

(3) Repeat step(2) until the queue is empty, and then

terminate the algorithm®.

In order to avoid "false overflow", and economize as far
as possible the auxiliary queue space, we use the circular
queue, so that the size of the auxiliary space is 2"* at most,
where h is the depth of the binary tree.

B. Algorithm Descriptionin C
Firstly, We need some assumptions below for the
algorithm to be introduced later.
* The value type of node on the tree is character, that is
the foregoing abstract data type DataType is char.
The proccess of accessing the binary tree nodes is just
outputting the node values.
The binary tree is stored using a binary linked storage
structure (BTree), and the auxiliary queue space is
stored using a sequential structure(SeqQueue).
The abstract data type ElemType of member queue of
the queue is Node*.
Then the algorithm can be described below in C:
void LevelOrderTranverse(BTree root)
{ SeqQueue Q; Node *p;
Q.front=Q.rear=0; /Nnitializes an empty queue.
if(froot) return; //Terminates in case of an empty tree.
Q.rear=(Q.rear+1)%MAX;
Q.queue[Q.rear]=root; //Root pointer enters the queue.
while(Q.front!=Q.rear)
{ Q.front=(Q.front+1)%MAX;
//Deletes the first element of the queue.
p=Q.queue[Q.front];
printf(“%c”,p->data); //Outputs the deleted element.
if(p->Lchild)
/Nf the left child exist, the Lchild pointer enter the queue.
{ Q.rear=(Q.rear+1)%MAX;
Q.queue[Q.rear]=p->Lchild; }
if(p->Rchild)
/Nf the right child exist, the Rchild pointer enter the queue.
{ Q.rear=(Q.rear+1)%MAX;
Q.queue[Q.rear]=p->Rchild; }
Y/ End_while
}

C. Algorithm Performance Evaluation

The core statement of function LevelOrderTranverse( ) is
the while loop statement, so the implementing frequency of
the basic statements depends on whether the condition of
while is satisfied, that is the total number of elements into the
queue. Obviously, the number of elements into the queue
equals to that of the binary tree nodes. Regarding n, the total
number of nodes on binary tree, as the scale of the problem,
the algorithm average time complexity is linear order, that is
T(n)=0(n).
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In addition to the binary linked storage space used by the
binary tree nodes, this function also introduces an auxiliary
queue space, so the algorithm space complexity depends on
the size of it’s vector member queue. Since the size of member
queue is 2" at most, we can deduce that h=[log,n]+1
according to the property 4 of the complete binary tree, and
then the algorithm space complexity is linear order, that is
S(n)=0(n).

V. CONCLUSION

To verify the correctness of function
LevelOrderTranverse(), we add two functions CreateBTree ()
and main() to ensure the integrity of the procedure. Function
CreateBTree () creates a binary linked storage structure for the
nodes of a binary tree in the form of generalized list, and uses
a root pointer pointing to the root. Function main() is a calling
function that calls functions CreateBTree () and
LevelOrderTranverse(). Also, to simplify the input and output,
this program set the abstract data type DataType for char.

In this paper, the algorithm descriptions in C has passed
through VC++ 6.0 environment to test their accuracy.

Binary linked list is non-linear structure, and each node
structure has a pointer pointing to its successor, but the
address of the next node to be visited can not be obtained
directly from the current node during the binary tree layer
order traversal. The sequential queue is used to store the node
pointers on the binary linked list, and since its FIFO
characteristics, the deleting sequence and the entering
sequence have the same order, thus we get the node visited
sequence!?.

This paper provides a specific example of the applications
of the queue, and plays a guiding role in teaching the relevant
chapters in “Data Structure” curriculum.
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Abstract—In order to regional foundation education of education foundation funds more rational, the limited

development, following “The national education reform and
development medium to long-term program (2010-2020)”, a
city as the foundation education object in this paper, based on
the theory and empirical analysis of the statistical data for
foundation education financial investment, expenditure
structure, urban and rural area education condition and
balanced etc. from 1997 to 2009, combining time series analysis
method, to established regional basis education structure
optimization and planning of regional prediction model,
providing strong support to data analysis of education the
optimal financial investment and resource allocation, adjust
the structure of fiscal expenditure etc., in the end, to the benefit
of science education plan of education cost accounting, overall
supervision mechanism, control the school education
foundation moderate scale, promote the balanced development.

Keywords-time series analysis; foundation education;

education planning; prediction

l. INTRODUCTION

The foundation education is the elementary living and
development education of people's basic knowledge and
ability in China at present, which including preschool,
elementary and secondary education (senior and junior high
school). And the expenditure is refers to the national budget
directly to the various levels school education expenditure
and investment in infrastructure, which is the main part of
the funds, which is realized over the distribution of the
national budget based on the country’s the first distribution
and redistribution of fiscal revenue for the gross social
product and national income. “The national education reform
and development medium to long-term program (2010-
2020)” is the programmatic document to guide future
education reform and development, including explicitly
pointed out that education must be correspondent with the
social and economic development planning, embody the
strategic, self-evidence, overall and long-term. Formulate
education program is a wide range of social systems
engineering, difficult task, including overall planning and
classification of planning. Therefore, as to local foundation
education development, must to seize opportunities, optimize
structure for the foundation education, planning of regional
classification, rational configuration of education resources,
improve the efficiency of education expenditure, and the use

978-0-9831693-1-4/10/$25.00 ©2011 IERI
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education resource configuration optimization to realize
benefit maximization, further promoting education
compulsory education reform and development, realize the
balance, healthy and sustainable development, but also
provide a good foundation for the modernization education
and quality education.

II.  THE TECHNICAL ROUTE FOR TIME SERIES ANALYSIS

MODEL

The technical route as shown in Fig.1. With time series
analysis method, and the theoretical study and empirical
analysis combination way, establishes the foundation
education major statistical data of time series model by Excel
and EViews software based on regional actual education
statistical manual data, and then analyzes its inherent
characteristics and compares the exponent model and time
series model, in the end forecast regional education
development planning that provides the basis of foundation
education structure optimization decision.

build an analysis model

S

model identification

i\

model parameter estimation

v

model significant calibration

prediction

\

analysis and evaluation prediction results

Figure 1. The schematic diagram of technical route

I1l. BuULIDING THE ARIMA MODEL OF REGIONAL
EDUCATION APPROPRIATION EXPENDITURE

MIME2011



A. Time Series Analysis of Regional Education
Appropriation Expenditure

The time series data come from the statistical handbook
for education appropriation expenditure of a city’s education
and other departments from 1997 to 2009.

1) Stationarity test

Import Education Appropriation Expenditure (EAE) to
EViews software come into being the scatter diagram as
shown in Fig.2, which approximate to exponential growth
trend, thus non-stationary.

1600000

1400000
1200000
1000000 -
500000 4
500000 4
400000 4
200000 4

0

T T T T T T T T T T T
97 98 99 00 01 02 03 04 05 06 07 08 09

Figure 2. The time series for EAE of a city’s education and other
departments

2)  Tranquilization and white noise test
At first should differential transform the non-stationary

time series into stationary time series and then establish
model. So input the command line in EViews:

Genry = EAE - EAE(-1)
The result as shown in Fig.3.
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300000 4

4000004

3000004
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100000
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-100000
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Figure 3. The time series for EAE after first difference

And then stationarity test again by DF test, the result as
shown in Fig.4.
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| Augmented Dickey-Fuller Unit Root Test on'Y

Mull Hypothesis: % has a unit root
Exogenous: Constant
Lag Length: 2 (Automatic based on SIC, MARLAG=)

- Statistic Prab.*

Augrnented Dickey-Fuller test statistic 1.794360 0.9933
Test critical values: 1% lewvel -4, 420585
5% lewel -3.255308
10% lewel S27T1129

Figure 4. Augmented Dickey-Fuller Unit Root Test of the time series for
EAE after first difference

But after first difference the EAE series non-stationary
also, So do the second difference, input the command line in
EViews:

Genrdy =y -y(-1).

And the second difference of EAE defined as dy. And
then stationarity test again by DF test, the result as shown in
Fig.5.

| Augmented Dickey-Fuller Unit Root Test on DY

Mull Hypothesis: DY has a unit root
Exogenous: Constant
Lag Length: 1 (Automatic based on SIC, MAXLAG=1)

t-Statistic Prab.*

Augmented Dickey-Fuller test statistic -4.0359482 0.0168
Test critical values: 1% lewvel -4 420585
5% lewel -3.265805
10% lewel S2FT1A

Figure 5. Augmented Dickey-Fuller Unit Root Test of the time series for
EAE after second difference
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Figure 6. Correlogram of the time series for EAE after second difference

After the second difference, dy don't exist unit root under
1% and 5% by DF test stationarity test, the series is stationary
series.

Then the stationary series should passed pure random
inspection (white noise test), only the stationary non-white
noise series could undertake ARMA model fitting. Observe



correlogram of the time series for EAE after second
difference as shown in Fig.6, dy series passed.

B.  ARIMA Model Fitting

According to the determining order the basic principle
for ARMA model as shown in Tab.l. Because the
subjectivity judgment from autocorrelation coefficient and
partial correlation coefficient’s trailing or truncated, only
roughly judgment series should choose the model of concrete
form. Take advantage of AIC and SBC rule and calculate
repeatedly in EViews software, select the optimalizing dy
model ARIMA(2,2,1)

TABLE I. THE BASIC PRINCIPLE TABLE OF DETERMINING ORDER FOR
ARMA MODEL
Autocorrelation Partial Correlation Determining Order For
Coefficient Coefficient Model
trailing p order truncated AR(p) model
g order truncated truncated MA(g) model
trailing trailing ARMA(p,q) model

So the command line in EViews:

Ls dy dy(-1) dy(-2) ma(l)

The result as shown in Fig.7. So the second difference
model of EAE is:

dy, = —0.395086dy, , —0.740974dy, , +u, +4.941541u,
“ariable Coeflicient  Std. Eror t-Statistic Prob.
DY(-1) -0.395086 0345341 -1.144047  0.2962
DY(-2) -0.740974 0087776  -B.441664  0.0002
AT 4941541 1.972418 2505322 00462
Figure 7. Calculate of factor for ARIMA model
[ Correlogram of Residuals
Date: 10/2740  Time: 16:42
Sarnple; 2000 2002
Included obserations: 10
Cl-statistic probabilities adjusted for 1 ARMA term(s)
Autocorrelation  Partial Correlation A PACZ O-Stat Prob
! ! ! ! 1-0.245 -0.245 07980
| | | 1 2 0057 -0.124 0.8465 0.358
| | | 1 3 0132 0.093 1.1450 0.564
| | | 1 4 0242 -0.207 23167 0.509
| | | 1 5 0.000 -0.105 23167 0.678
| | | 1 £ 0.000 -0.081 23167 0.804
| | | 1 7 0.000 0.014 23167 0.888
| | | 1 8 0.000 -0.050 23167 0.940

Figure 8. Correlogram of residuals

C. The Model Test

After the model identification and parameter estimation,
should test the evaluation result to make sure of the model
correct. Judgment model fitting quality and residual series
randomness by Q-Statistic as shown in Fig.8. The right Prob
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column of figures show the probability that the under the
corresponding DOF conditions Chi-Square statistics values
greater than the corresponding Q value. And the probability
value greater than 0.05, that means the random error series of
model is a white noise series, and further declare the fitting
model is appropriate.

D. The Model Prediction

The model prediction based on the ARIMA model
following:

dy, = —0.395086dy, , —0.740974dy, , +u, + 4941541y, ,

@010 = ~0.395086dy 005 — 0.740974dly 10
=0.395086 x 119108 + 0.740974 x 28485 = 2581251

Voot = Vaogo + Aoy =150249.0 + 258125.1 = 408374.1
EAE yyy = EAE y0q + yypy0 = 1511785 + 408374.1 =1920159

1980500 -1920159
1920159

=0.03

The fact value of the city’s EAE is 1980500, so the
prediction relative error is 0.03. The model and actual fitting
degree is high, could well predict the development trend of
the decisive role elements for education program.

IV. CONCLUSION

Although the model in the short-term prediction
relatively correct, but with the predictive period growth
prediction error will appear gradually increasing trend. Some
outside uncontrolled factor affecting the accuracy of model
prediction too, and the influence of regional foundation
education planning have many factors Which the data of
utmost relevance, different perspectives prediction should
choose different elements to constructing model, even some
subject study is required to apply multiple linear regression
to determine the correlation coefficient between the various
factors. But time series analysis method for basic education
structure optimization and prediction to a certain extent
could realize the target of optimized foundation education
structure, so to the benefit of local making reasonable and
scientific development strategy combined specific situations.
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Abstract — Effect of Kaolinite nano-caly to the porosity of
cement paste at early age is examined. Cement paste samples
with 3 kinds of additives dispersed by 2 methods are prepared.
Mercury propsimetry technique was employed to investigate the
porosity characteristics in different sample. Scanning electron
microscopy (SEM) and energy dispersive spectra (EDS) were
applied to investigate the morphology and chemical element
distribution inside the matrix. The results show that the addition
of well dispersed nanocly can reduce the pore diameter in the
cement paste at early age, and the porosity properties of the
matrix can be enhanced with suitable additives.

Index Terms — Kaolinite, nano-caly, dispersion, porosity,
cement, SEM/EDS.

. INTRODUCTION

It is well known that concrete is a kind of porous
materials. Various kinds of aggressive agents exist in the
environment will get through the pores and capillaries inside
the structure, which will generate the destruction of the
materials starting from the surface. With the inclusion of the
aggressive agents continues, the concrete will be damaged.
Therefore, the durability of the concrete has a close relation to
porosity, which determines the intensity of interactions of the
material with aggressive agents.

Kaolinite is a clay mineral; it has a crystalline structure
and contains silicon. The theoretical formula for kaolinite is
Al,Si,05(OH),, and the other formulas are Al,03:2Si0,-2H,0
and Al,0;Si,.2H,0 (Varga, 2007). It has been reported that
the structure of Kaolinite includes two layers. The upper layer
is the gibbsite layer, which composed of aluminum
oxide (Al,03), whilethe lower layer is composed
of silica (SiO,). Since the layers are close to each other, it is
difficult for the water molecules to go through the sheets.
Therefore the permeability of the cement paste with the
addition of Kaolinite nanoclay will be improved (Tregger,
2010; Morsy, 2010).

In this study, influence of nanocaly addition on the
porosity characteristics of cement pastes is investigated. A
kind of Kaolinite nanocaly was used in this study. The
microstructure of the nanoclay was observed by Scanning and
Electron Microscope (SEM) techniques. Effects of the
additive amount, dispersing methods on the porosity
characteristics of cement paste are studied respectively. 3

kinds of additive amounts, 2 kinds of dispersing methods are
considered herein. Mercury intrusion test, Scanning Electron
Microscope (SEM) and Energy Dispersive Spectra (EDS) test
are fulfilled on the cement samples. The changes of porosity
characteristics for the cement paste with Kaolinite nanocly
additions are discussed.

Il. MATERIALS USED AND SAMPLE PREPARATION

A.  Cement:

Ordinary Portland cement of type 42.5R was used in this
study. The specification of Chinese standard JTGE30-2005
was followed during the mixing of the cement pastes.

B. Nano clay:

A kind of commercially available powder Kaolinite
nanoclay was used in this study. The details of the Kaolinite
nanoclay are as follows, particle size, 370nm; composition
contents, is listed in Table.1. To clarify the microstructure of
the Kaolinite nanoclay studied in this paper, SEM and EDS
test are executed on the neat caly powder. The resulting SEM
image and EDS of Kaolinite nanoclay powder sample is
shown in Figure 1.

Spectrum
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EDS spectrum of neat clay powder
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Fig. 1 Micrograph and EDS spectra of neat clay powder.
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TABLE |
CHEMICAL COMPOSITION OF KAOLINITE NANOCLAY (WEIGHT%)

Chemical composition Content /%
SiO, 47.8
CaO 0.28
Al,O5 41.8
Fe,0s3 0.30
MgO 0.03
K20 0.58
TiO, 0.02
Na,O 0.06

Figure la. shows SEM image of the kaolinite. With
magnifications of 5,000 or more, a considerable amount of fine
platy material is visible. From the EDS spectra shown in Figure
1b., the chemical element contents of the 3 Kaolinite clay
power samples are achieved, which are listed in Table.2
respectively.

TABLE 2
CHEMICAL ELEMENT AMOUNT IN KAOLINITE NANOCLAY
Element Weight /%
Sample No.1 Sample No.2 Sample No.3

AlK

Na K 3.37 1.24 2.82
CaK 0.69 1.78

CuK 1.34 1.49 1.62
KK 0.52 0.44 0.61
Fe K 1.96

SK 1.00
Mg K 0.84

TiK 0.69

PK 0.57

C. Specimen preparation:

To prepare the paste samples, 0.75wt%, 1wt%, and
1.5wt% of cement by weight was replaced by nanoclay. An
effective water-to-binder (cement + nanoclay) ratio of 0.5 was
maintained. Since the properties of the nanoparticle modified
cement are depended on the dispersion of nanoparticle in
cement, how to disperse the nanoparticle in the cement paste
averagely is very important. To achieve a good dispersion of
nanoclay in cement paste, nanoclay was dispersed in water by
hand and machine for 5 minutes, respectively. Then, the
dispersed nanclay will be mixed with the cement by mixing
machine for 7 minutes. The samples were kept in molds at
95% relative humidity for 24 hours, and then cured in the
standard curing condition for 3 days at 20°C. The sample
conditions are given in Table.3.

TABLE 3
TESTING SAMPLES

Sample No. Content of nanoclay / % | Dispersion method
NCO 0 N
NCH1 0.75 wt Disperse in water
NCH2 1.0wt for 2 minutes by
NCH3 1.5 wt hand
NCM1 0.75 wt Disperse in water
NCM2 1wt for 2 minutes by
NCM3 15wt mixing machine
D. Testing:
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Mercury propsimetry:

The porosity of hardened cement paste was measured by
the method of mercury porosimetry using high-pressure
porosimeter Micrometrics Auto-Pore 119200 (with pressure
range up to 400 MPa).

Microstructure:

SEM was applied for identification of the changes
occurred in the microstructure of the cement paste with
different amount of nanoclay addition. The chemical elements
contents were analyzed by the EDS results as well.

I11. RESULTS AND DISCUSSIONS

A. Porosity characteristics:

From the Mercury propsimetry test executed on the
cement paste with nanocaly added by two dispersion methods,
the porosity characteristics, such as total mercury volume,
total specific surface area in hole, medium hole diameter
volume, medium hole diameter areas, skeleton density,
apparent density at 0.52psia, porosity ratio and average pore
diameter, are achieved. The testing results are listed in
Table.4.

TABLE 4
CHEMICAL COMPOSITION OF CEMENT
medium hole| medium hole | skeleton .
No. diameter |diameter areas| density por osity average pore
ratio/ % | diameter /nm
volume /nm /nm / g/ml
28.4163
NCH1 179.5 13.3 44.4 2.3758 32.1085
NCH2 98.8 12.8 34.2 2.3472 29.4309
NCH3 138.6 13.9 39.7 2.3636 30.5988
NCM1 92.9 13.0 35.7 2.3170 26.4681
NCM2 69 14.4 32.3 2.3174 23.1658
NCM3 108.0 13.5 38.3 2.3426 28.7818

Figure 2 shows the relation between the nanoclay
additions with the porosity characteristics under the two
dispersing methods. From the development of pore diameter
with nanoclay additions, it is clear that both the medium hole
diameter volume and the average pore diameter will decrease
for the cement pasted with 0.75 wt% and 1.0 wt% machine-
dispersed nanoclay additives. Compared with the neat cement
paste, the average pore diameter of cement paste with 0.75
wt% and 1.0 wt% additive achieved a reduction of 6.9% and
18.5% respectively. The pore diameter has an increase for the
cement paste with 1.5% machine-dispersed nanoclay, which
may be caused by the dispersion condition of nanoclay. That
is, the dispersing time of 2 seconds may be too short for 1.5
wt% additive; it should be longer if the amount of clay
additives is increased. However, the average pore diameter
has a slight increase for the cement paste with hand-dispersed
nanoclay. Simultaneously, the porosity ratio of cement paste
with 0.75 wt% and 1.0 wt% additive achieved a slight
reduction of 0.5%. The porosity ratios of the cement pastes
with 1.5 wt% machine-dispersed and hand-dispersed nanoclay
have a slight increase.
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Fig.2.Relation between the nanoclay additions
characteristics under the two dispersing methods

with the porosity

B. Microstructure of nanoclay modified cement paste:

Figure 3 shows the SEM micrographs of cement paste
with different machine-dispersed nanoclay additions. Figure 4
shows the SEM micrographs of cement paste with different
hand-dispersed nanoclay additions. The test samples for
microstructures were obtained from the central part of mortar
specimens. It is obvious the microstructure is quite different
for the cement pastes with two dispersion methods. From the
SEM images of the cement paste with machine dispersed
nanoclay, it can be seen that the microstructure is average for
0.75 wt% and 1.0 wt% additives, plate structure can be
observed once the additive increased to 1.5 wt%. This result
can well explain why the porosity characteristics of the
cement paste with 1.5 wt% nanoclay additive decrease from
the micro-scale level.

In morphology properties, it can be seen that the effect of
dispersing methods of clay on the microstructure of the
cement pastes. It can be achieved that, the porosity can be
improved if the nanocly is well dispersed.

C. Element distribution in nanoclay modified cement paste:
From the energy dispersive spectra, the chemical element

distribution in the cement paste samples are achieved, which

is listed in Table.5. Relations between nanoclay additives and
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the amount of chemical elements in the cement are shown in
Figure 5.

e f (@) 0 wt% clay
(b) 0.75 wt% clay (c) 1.0 wt% clay (d) 1.5 wt% clay dispersed by mixing
machine (5000 X)

y " d
Fig.3. SEM micrograph of cement paste with additiv




Fig.4. SEM micrograph of cement past with additive of

(b) 1.0 wt% clay (c) 1.5 wt% clay dispersed by hand (5000 X).

TABLE 5

@) 0.75 wt% clay

CHEMICAL ELEMENT DISTRIBUTION OF NANOCLAY ADDED CEMENT

Element

CaK/%

OK/%

40

35
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25
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Weight%

dispersing by machine dispersing by hand(y)
0.75 1.0 15 0.75 1.0 15
49.61 | 45.97 | 6345 | 40.51 | 43.64 | 55.00
27.08 | 33.58 | 23.80 | 38.28 | 33.27 | 2334
14.02 | 1202 | 6.85 | 13.26 | 14.54 11.08
3.15 2.80 1.21 242 2.48 1.85
2.34 1.62 1.83 1.98 1.45 2.80
1.96 1.88 2.87 1.20 1.93 141
1.00 0.96 121 1.12

0.84 1.17 1.15 1.57 0.73
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Fig. 5. Relations between nanoclay additives with the amount of chemical
elements in the cement (a)Ca (b)O (c)Si under the different dispersing
methods.

IV. CONCLUSIONS

This study is focused on the influence of Kaolinite
nanocly on the porosity of cement pastes. Cement paste
samples with 0 wt%, 0.75 wt%, 1.0 wt% and 1.5 wt%
additives are prepared. Nanoclay is dispersed by hand and
mixing machine, respectively. Mercury injection apparatus
was applied to determine porosity and pore diameter of the
concrete sample. SEM/EDS tests were then executed on the
cement paste samples as well. Micrographs and energy
dispersive spectra are achieved. The porosity characters for
the nanoclay added cement paste are discussed. The following
conclusions can be drawn: (1)it is better to disperse nanoclay
by mixing machine than disperse by hand; (2) compared with
the neat cement paste, the average pore diameter of cement
paste with 0.75 wt% and 1.0 wt% additive achieve a reduction
of 6.9% and 18.5% respectively; and the reduction of the
diameter will limit the introduction of the aggressive agents;
(3)with the small amount of clay additives(no more than 1.5
wt%), the addition of nanoclay just has a slight effect on the
porosity ratio of the cement paste.
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Abstract - With Legendre orthogonal polynomial to
approximate scale function and wavelet function, approximate
representation of Daubechies wavelet function was obtained, and
we give the figures of approximate wavelets.

Index Terms — wavelet, polynomial, approximate.

I. INTRODUCTION

Daubechies wavelets have nice properties, such as
compactly supported, orthogonal, regularity and vanish
moment and so on [2],[3],[4],[6]. But Daubechies wavelets
have not analytic expression general which made some
difficulties for their application in the differential equation
numerical solution. So it is approximated by Legendre
orthogonal polynomial attempted to get the approximate
expression of it. According to the relation of scale function
and wavelet function, scale function was approximated by
Legendre orthogonal polynomial at first, after the approximate
expression of scale function was obtained, thus the
approximate expression of wavelet function could be attained
by the refine equation of scale function and wavelet function.

Il. LEGENDRE ORTHOGONAL POLYNOMIAL APPROXIMATE TO
SCALE FUNCTION AND WAVELET FUNCTION

The refine equation of Daubechies wavelet scale function
#(X) and wavelet function y(X) are differently

9(3) =23 hyp(x-n), h, R, @
nez

l/’(%):zzgn¢(x_n)’gn eR. (2
nez

where
h =27 #2)- K)ok, 6,00 =27 [ p(3)gx—n)x
By reference [2],[4], the relation of @, and h, is
9, =(-D"h_, ?)
From reference [2],[7], Suppose the sequence {h,} is

finite, then corresponding scale function ¢(X) and wavelet
function (X) are all have compactly supported set.
suppe =[0,2N —1], supp y =[-(N-1), N].
in reference[4],[6],[7], when N =5 then
suppg = [0,9],suppy =[-4,9].
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And corresponded frequency response {h,,h;,---,hg}

The following we discuss how to approximate scale
function @(x) and wavelet function y/(X) by Legendre
orthogonal polynomial, leth = 22/ x, =a, X, =X, +ih,
i=0,--4-M, x,, =b, and apart prolong one node on the two
side of nodes, coordinate is x; =a-h, Xy, =a+(M+1)h, and
let X =a+ 7", express the continuous function (X)on [a,
b] by the linear combination of {@(*-*)}_, o .y, thus'®

M+1

F(x) ~ Zci(p(%) .

So
[ (oo ~ J:;Ciq)(x ‘hxi )dx = Zlc [(ol ‘hxi Jdx
M+1 M . M+1 o,
=hYC, jo #z—idr=h>C, L ¢ (X)X, ()
i=—1 i=—1
where
; (X) =% (Y X + M20) ()
7 =2% h QX Fk+42). ©)

(0,* (X) can be expanded by Legendre orthogonal polynomial
{R. (o, then

¢ (%) =;a£° P.(X). @
If the coefficients ar(]i) can be get, by (7), the approximation
expression of (pi*(i) can be obtain too. For getting the value
of @’ | define inner product (f , g)= ij(i)g(i)di .

According to the orthogonal of Legendre orthogonal
Polynomials, there is

a = (¢’ (%), P/, (%), P,(X)=
Let

2n+1
2

@ (X, RE). ©

~i .o = 1o o
8" = (¢ (%), P,(¥) = [ ¢ (%) P, (X)X,
From the equation (6) we have
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' g M )
an = le > heo (2K -2k +M-2) P (X)X
k=—i

M-2i

M- +1 u+-2k-—
= [, ol P (5 du
Thus
1 SN a0
h w0 9
a,’ 2”—1,“2. HANCY: 9)
In the deduce process of former formula using equation
U+-2k— M2 no
P (— 5 M) = 2*”_2(;w§'><">Pj (u). (10)
]:
In order to express convenience, also leté=2k—%2 i=0, let

a? =,4% =, W7 =W ¢5(X) = ¢/ (%), then

+2
M

u+ ke k+1 .
) p (S 5) 2603 WP (u) | (11)

i=0

k-
k+1( 2
By reference [8], the calculating method of ng”) are
2k+1, 4k
d = dZ =—,
k+1' k+1
V\ékJrl) :%dlvvl(k) +§d1\Nék) _dzvvék—l),

W = A+ 2+ S —d (12)
W(M) 21 1 W(k) ZJJJ:rls Wii)l +§d1W§k) _dZMk_l)’

WD = d ) + Ed,w®, 2<j<k-1,

\N(k+1) :

k+1

By (12), the expression of ng”) with & are obtained. When
Mand k (k =012,
be get, take it into (9), get the value of an , by (8) can get the

-) are given, the value of Wﬁk“) can

value of a,, that is the approximation expression of (p* (X)
can be obtained. According (4), (5) the approximation
expression of ¢@(X) can be obtained, the figures is following
in Figl and Fig2.

13

| e (x)
—— G (%)

08

05

03

00 T T
0 1 2

03

-054

Fig. 1. Figure of ¢Z(X) and @(X)

-154

Fig. 1 Figure of 1/7(X) and l//(X)

I11. TENOR FORM TWO DIMENSION DAUBECHIES WAVELET

According the front discusses, {V};.; is a multiresolution
analysis which is constructed by scale function ¢(x) ,
correspond Daubechies wavelets function is y(x), then two
dimension tenor spaces sequence {\/J-Z}J-EZ construct two
dimension multiresolution of L?(R?), where two dimension

multiresolution space is Vf =V; ®V;, two dimension scale

function is
P(%, y) = p(x) - o(y) . (13)
Then V? can be expressed
V7 =spa{p;, |k € 2%}, (14)
Where
2i(x V) =292 T x k) Ty —k).  (15)
Correspond two dimension wavelet space is
=(V; W) ®W,; ®V;,)®d(W; ®W,). (16)

Thus there have three two dimension wavelets function, these

are
v (X, y) =o(X)w(y)
v, (X, y) =w(x)e(y). (17)
w3 (X, y) =y (X)w(y)
Where
V; W, =spanm
W; ®V; =span{ y, k e 2%}
W, ®Wj = span{y/3’j’k|k eZ%}.
Vi) =2 o7 T x—kw(@Ty-k;),  (18)
Vo (6Y) =2 w7 x—=k)p(2 Ty -k;),  (19)
a6 Y) =2y @ Ix—kw(@ Ty -k;) . (20)
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Then we obtain figure of @(X)d(y) ,d(X)w (),
7 ()B(Y) , 7 ()7 (y) are follow.

-2 0

[¢]

2

4
Fig.5 Figure of w(X)o(y)

o 2

Fig.6 Figure of  w(X)w(y)
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Abstract-MRP  (Material Requirements Planning) is
mainly applied in the stock control of dependence requirement
i.e. relevant requirement which can decrease the stock level
significantly. This paper designs a kind of MRP system that
can concerns the production with guarantee period by using
Wagner-Whitin Algorithm.

Keywords-MRP; Production with guarantee period;
Wagner-Whitin Algorithm

I .INTRODUCTION

MRP (Material Requirements Planning) is a system
based on material planning staff or stock management staff
which mainly applied in the stock control of dependence
requirement (relevant requirement). MRP suggests that the
required quantities and when the manufacturer plans to make
and apply them. The using of this tool would decrease the
stock level significantly in terms of material management. At
the same time it also can increases productivity. It has been
payed more and more attention to the topic of MRP for more
than 20 years. However, the problem of the management of
stock with guarantee period was always ignored in the MRP
system. In this paper, the MRP system of the sole problem
has taken the constant deterioration of the products into
consideration. The system designed by this article has an eye
to the deterioration problem in the production system to
calculate the expense of stock's productions, including
deterioration exhaustion and storage charges with Wagner-
Whitin algorithm and to find out the minimum cost.

[I .FUNCTIONAL REQUIREMENT

The functions that this system needs to complete are
generally through the demand of products in each period of
time that input in the MRP and the parameter (the cost of
each order C, the holding cost of each period h, unit cost of
purchase P, the rate of deterioration t)get through the
Wagner-Whitin is to calculate the optimal jobshop order and
the best order time of the deteriorated stock.

In this system, the demand and input parameter are kept
in the database, where you can retrieve the data whenever
you need, and the result will be kept in the database too.
Therefore, the connection between the program and database
must be completed. This system adopts a graphical interface
to make the management more convenient for the
administrator's managing data. The several fundamental
functions that the system must complete are: the input, save,
read and delete of the demand and parameter, and the
calculate, display, save and delete of the result.

[TI. SYSTEM ANALYSIS
A. Describe the demand of system by using case diagram
with UML

The only one ID allowed in the planning system of
production with guarantee period is administrator. After
login system, the administrator can add, save and delete the
demand and the parameter, and also calculate and save the
result. That is the administrator 's management to the
demand data, the parameter and the result.

Use case diagram for this system as the following:

Management
paramater

Manageme
nt data

Manageme
nt

result

Admimistrator

Figurel. The diagram of the planning system of production
with Guarantee Period

*
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1)Management Data: Refers to the administrator's
management to the demand data of each period. When new
data appears, the administrator can save the new data into the
database, and also can read the data from the database to
calculate, and delete the unnecessary data.

2)Management Parameter: Refers to the administrator's
management to the parameter information of each group.
When new parameter groups appear, the administrator can
save the new into the database, and also can read the
parameter groups from the database to calculate, and delete
the unnecessary parameter groups.

3)Management Result: Refers to the administrator's
management to the result. It includes the result calculate of
the data and parameter that has been read, and the
presentation in the way of form, and saving the data into the
database.

4) Operating Process: The operating process of the
planning system of production with guarantee period is very
simple. After the administrator logs in the system, he can get
the result directly through the calculate of these two kinds of
information that have been read, if the demand data
information and the parameter information have been saved
in the database already. If you need to save the result, you
can save the result into the database directly. If there is no
necessary data in the database after logging in the system,
you can input the new data or parameter, then save them in
the database and then read and calculate them.

As the analysis above, we can draw the operating

process as Fig 2 and Fig 3.
)‘ Caleulate result and saver

Figure2.Operating process of database with data after login

Read data+

Administrator+

By

Read parameter+

—

Tnput and save data+ Read datae

Admimistratore Celeulate result and save

/

Figure3. Operating process of database without necessary
data after login

Tnput and save parameter+ Read parameter

B. Aims of System

Refers to calculate the deteriorated stock management
through Wagner-Whitin order to get the exact demand of
material. It's convenient for the administrator to manage the
purchase of material. After the administrator logs in the
system, he can manage the database, and manage the demand
data and parameter information. The administrator can
calculate the result and present it in the way of form. And
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save the necessary result. The administrator can delete the
information that is out of date.
C. Analysis of Functions

We can draw the Functional Structure as Fig 4 based on
the analysis of the planning system of production with
guarantee period above.

The plaming system of production with guarantee period<
[

T
[
[ \ |
Demand data mamagement¢ Parameter groyps management Result management¢
[ I [
T RN T T N I [ T
H
! n o
H H ¢ 1]
£ & . H h
£ 2 ¢ £
“ n‘ =] g 1 E [ 7]
y [ g a b y
+ & B & + g 4
g ] 2 o 1 a o
2 W L ] | o
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n T i il g e "
E 5 0 g " g
0 e o+ 9 o tg =
Pl E ]| = | . ; ;
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o+ o H t " 0
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W [u)
8 H t
I 1 L« | 1 [

Figure4. Functional structure of the system
The administrator manages the whole system, such as

the management to the demand data, the management to the
parameter groups data and the management to the structure.
And each function has several subfunctions. Through
implementing these functions, the design of the whole
system has been completed.
D. Deteriorated stock management model

1) Wagner— Whitin Algorithm: WW is used in a limited
range about searching for a best solution for discrete orders
of the deteriorated stock management. It is similar to the
dynamic program. The following is this model's
development sequence: Qce the order quantity in the
deteriorated stock from period ¢ to period e, the order must
be received in the initial period c, and the amounts must meet
the demand from period ¢ to period e. The meaning of the
Qce described with formula is :

Q. = Z R /(1-0)<*
k= (1)

Combining the ordering cost, inventory cost and
consumption costs is the total relevant cost Zce
j 2

[ [
Z,=C+PYQ, —Q,-)a—a)'wp(@ SR
i=C k=c
Multiply (1-0)i-c by the holding cost apart from the
depletion cost .
The most probable minimum cost from period 1 to
period e :

fe= Min(zceJrfc-l) (3)
E. Heuristic algorithm



1) Silver-Meal: Based on the average cost Silver and
Meal of each period, a kind of heuristic batch algorithm has
been developed. When the average cost of each period
begins to grow, the order quantity is designed for the
ordering demand of previous period. The original SM was
modified for the constant deteriorated stock management.
When the ordering of the first period arrive, and also meet
the last ordering demand of the period T, the total storage
expenses and cost of wear and tear in the last of period T are
described with formula (4) and (5). As the amount of

depleted productions, the cost of carry is divided by (1-0)i
T k-l

HC=hP) > R, /(1-6)
k=2 i=l T>1, ()
HC=0, T=I
T T
DC=P, {Z R /(1-60)"=>" Rk}
k=1 k=1 (5)

The total relevant cost TRC(T) is expressed by the
ordering cost, stock cost and depletion cost
TRC(T)=C+HC+DC (6)
The total relevant cost TRC(T)/T of each
period is
TRC(T)/T=(C+HC+DC)/T @)
This heuristic model can compare the value of
TRC(T)/T, follow T's growing until
TRC(T+1)/(T+1) >TRC(T)/T (8)
When the total relevant cost of each period begins to
grow by (T+1), and the T that associated with it is chosen as
the order point of the order quantity. Then the total amount
of the order that related to T's particular value is

¢
Q=Y R /(1-6)
kel ©)

2) The Heuristic Least Unit Cost: The Heuristic Least
Unit Cost is similar to the SM. Except that it calculates the
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total relevant cost of each unit, but not of each period. This
heuristic method is trying to find out the value of T. When
the total relevant cost of each unit comes out with growing
for the first time, the total relevant cost of each unit is

T T
TRC(T)/Y R, =(C+HC+DC)/> R,
k=l k=1 (10)
The heuristic method is to increase the value of T. The
value of T starts from 1,and when it meets the conditions

below:
T+1

TRC(T)/ > R, >TRC(T)/
k=1

T

2R
k=1 (11)
When the ordering demand of period T is satisfied, the

amount of orders can be get from Eq (10).
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Abstract - This paper mainly discusses opportunities and
challenges in the modernization construction of education
technology, which are brought by the development and
popularity of computer network, as well as brings forward how
the education technology adapt to the development of network
times.
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l. INTRODUCTION

The 21st century is the information age, computer
technology, communication technology and multimedia
technology, exchange of information to the human way of
bringing about a profound change. The computer network
technology into all aspects of teaching will inevitably lead to
teaching, teaching methods, teaching methods and teaching
tools, a major innovation, and to achieve a "student-centered,
teacher-led" modern educational thinking provides an
effective of education. But our schools for teaching computer
network efficiency is generally low, not fully play its due role.
The new techniques of teaching law in the context of an
urgent research and teaching only built on the basis of the
latest technology, can achieve real breakthroughs in order to
integrate with the world of education.

Il. NETWORK OF OPPORTUNITIES FOR EDUCATION

A. On afundamental change in student learning

Through the computer teaching to enable students to learn
knowledge in addition to the teacher, according to their needs,
from the Internet to obtain the necessary knowledge and
information, and to cultivate students to collect, collate and
use of various information habits and ability to train students
to learn, to theoretical consideration, comments and conduct
communication capabilities and personality of students into
full play. Computer network computer and communications
combined, significantly broadening the function of stand-
alone computer, making the computer does not only deal with
text and data, and communicate with a communication
function. Researchers around the world can e-mail capabilities
through computer networks together with like-minded text
stream. In schools, teachers and students can use the

information network contacts, networking, online all the users
can share information and technology. Computer networks are
also breaking the traditional concepts of classrooms, schools
and even the boundaries of the constraints, through the
network to communicate with other peers, thus sharing
resources and improve efficiency.
B. On a fundamental change in classroom teaching methods

Teaching through the use of computers and the Internet
has totally changed in the past to textbook-centered teaching
methods, the students into the virtual environment, to arouse
their interest in learning and lead to active learning and
reflection, so that fundamental change in methodology of
classroom teaching, and received to good teaching. Teaching
multimedia computer network may not be limited to a network
can be achieved through networking online communications.
Online communication to further exclude the time, place and
human factors and other restrictions, teachers, students can
use computers anytime, anywhere, collect information on the
network, retrieving a school district or other school district in
the lectures. This paradox, in remote areas of the students can
hear and see the famous cities of teachers lecturing; are not
subject to radio or television co-curriculum requirements limit
the right time in their demand at any time they want to learn
the course.
C. On the fundamental changes in school management

Will promote the development of computer education to
improve school management, to promote school, family and
close contact with the local community, will make a
fundamental change in the management of the school. Such
as: you can close links between schools and parents. In the
past, contact the school and parents of students, mainly
through the year, several parents and teachers to the school
visits conducted home visits to students, the students when
problems arise mostly through telephone contact with parents.
With the popularity of the Internet family, school and parents
of students in more detail through the Internet connection will
be possible, especially teachers and parents can e-mail at any
time by two-way communication and contact. Teachers can e-
mail problems for students, targeted education to carry out
detailed guidance. This will reduce the large workload of the
affairs of the school, enable teachers to devote more time with
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students or to carry out teaching activities. Meanwhile, to
facilitate schools and local education administrative
departments to contact. School and working contacts between
the Board of Education via the Internet, can reduce the
number of missions, save time and money expenditures. There
are also beneficial to the teachers and improve education.
Teachers via the Internet to participate in national and local
Board of Education held an annual seminar for teachers in
various forms, can solve the first line of school teachers for
teaching shortage of teachers can not go out further studies to
improve the problem.

I1l. NETWORK TO THE CHALLENGES OF EDUCATION

A. Teaching content

The use of computer networks, especially in networking,
the sharing of resources in schools, teaching rich in content, it
is in the number of school education has gone far beyond the
information provided. Computer networking, enrich the
teaching content for students to choose teaching content meet
their needs provided for convenience. Students can choose
different modules to build their own knowledge structure, to
form the individual's unique knowledge. At that time, a
student can choose a different computer networks courses,
choose a different country of the same course, choose the
same course in different units. Courses may be the smallest
unit modules, each module supporting a certain credit
requirements.
B. The impact of teaching methods

The use of computer networks and multimedia technology
to produce educational software, able to achieve
individualized. Teachers can allow students from the network,
according to their level and needs of the random extraction of
a large number of software to learn. Also according to the
teaching needs of teachers and computer feedback for each
student learning, to take measures to modify the course
content at any time, curriculum software changes to improve
teaching. Computer network, can make the school and outside
educational institutions, organizations and individuals to work
together to engage in educational activities. Schools regardless
of time constraints, to grasp the necessary information, used in
teaching practice. This will give students more learning
materials to enrich their interests, broaden their horizons.
C. Role of Education

Multimedia and online teaching staff can not replace
teachers, but it can greatly reduce the burden on teachers can
be teaching them from the enclosed space, freeing more time
for individual guidance for students to propose solutions to
educational problems of students the task of guide their
absorption from the computer network of educational
resources. In this way, teachers will no longer be the main
source of knowledge in the classroom, and will be the students
in the learning and application of information problem-solving
process of counselors. That self-education students who, given
the form of modern teaching technology students during the
full autonomy, they use the computer network can own
choice, to choose courses, self-teaching time and grasp the
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progress of teaching, self-evaluation. This will enable students
to become creators of their own learning progress and
evaluators, and change "by the people of education" as
"personal self-education.” This self-learning approach will
help students to self-discovery and self-binding potential
enhancements to help develop the tendency of the Personality
of the students, helping to develop creative talents.

I\VV. HOW TO DEAL WITH THE NETWORK TO THE OPPORTUNITIES
AND CHALLENGES OF EDUCATION

A. Information Resources and Development

Information Resources and Development is a multimedia
information network core. To build the best schools, training
first-class talents, we must have first-class information
resources and the environment. The development and delivery
of information resources will be directly related to the quality
of school education. Schools should gradually improve the
information infrastructure, but also to great efforts to build
information resources (especially Web information resources),
including a variety of excellent educational software,
multimedia educational database. To build the campus
network based on-line information resource sharing system
for faculty and students to provide information retrieval,
reading, information presentation, software, browse,
download and other services for the school to create a
teaching and research with the international information
network environment.

Multimedia Schools Network to promote the work of the
rapid development of construction and for strengthening
curriculum development and promote educational reform,
school construction should be strengthened curriculum and
teaching reform project inputs, especially network technology
based on the campus online computer assisted instruction,
counseling, training software Development. Construction of
the school curriculum to enhance and promote education
reform, to encourage teachers to develop a network of
multimedia courseware development measures, through the
courseware appraised incentives to mobilize teachers to
participate in the school of information resources development
and utilization of enthusiasm, gradually built multi-media
teaching  courseware library.  Through  self-control,
outsourcing and other means to build a certain amount of CD-
ROM databases, Online Multimedia Library, a rich network of
information resources in schools.

B. Strengthening the network of multimedia in teaching
Teachers

Information infrastructure, construction and information
resources development and utilization of multimedia teaching
only improve one aspect of the network (ie, material
conditions), the network multimedia multimedia Teachers are
doing a good job teaching. Teachers are the most important
producers of information resources and users. To do a good
job in network multimedia teaching of teachers, step by step
through the training so that teachers learn to education,
modern information technology, learn how to use networked
multimedia devices, instructional design and web master of



multimedia teaching methods. Schools should pay attention to
the information in the network based multimedia teaching
teachers, teacher organizations, the ongoing training of
modern educational technology and learning, including
computer network technology, multimedia technology and
office information technology, computer network based on
universal knowledge and basic skills, master production
multimedia courseware technology and methods to improve
the network of teachers teaching the theory and practice of
multimedia standards.

Network brings the campus educational technology, the
means of progress, and educational needs of the community to
expand the scope, time, location uncertainty, will make the
network technology in education means the application of
information technology play a greater role.
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Abstract-China has entered the 3G era, this paper
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[ . INTRODUCTION

3G is the third generation mobile communication. The
third generation mobile communication system can provide
a variety of broadband services, comparing to previous two
generations, the main difference is data transmission speed,
the data transmission speed of the third generation is
upgraded greatly. 3G has a higher transmission speed, fast
image processing and audio-visual and multimedia forms.
User can hear voice more clearly, see image more fluent and
browse the Web more conveniently and quickly. In mobile
learning, the broadband information provided by 3G main in
the following areas:

1)Mobile Internet: 3G technology integrate wired Internet
with mobile communication network, wired Internet can not
mobile, mobile Internet make up the disadvantage of wired
Internet, which break the space limitations to the learners, as
long as there is signal coverage area, learners will be able to
learn through the 3G network. Making use of 3G technology,
regardless of where the learners are, they can access mobile
Internet, using the mass of educational resources in Internet.

2)Audio and video teaching: The development of mobile
teaching can not be separated from the real-time teaching
and real-time interaction. In 2G era, real-time teaching and
using wireless to transmit a large number of audio and video
are impossible, which brings a lot of constraints for real-
time teaching. Between students and teachers are usually
only can hear the sound of a person, but can not see the
person, real-time teaching at a low level, it has become the
bottleneck of the development of mobile learning. 3G
technology provides voice and video services, the learner
can watch lectures in real-time online classroom, teachers
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can teach online and through the way of video-conferencing
and image to exchange, which enhanced the interaction of
teaching and learning greatly.

3) Multimedia services: Multimedia services include short
message service, multimedia message service, wireless
video-on-demand business, wap browser and interactive
games and so on, which provide wireless mobile devices for
learners, and allow learners accessing a wide range of
learning resources and learning services.

II. M-LEARNING AND CHARACTERISTICS

A.The concept of M-learning

Mobile learning (M-learning) is a new mode of learning,
it emerges after e-learning. Mobile learning depends on
mobile  communication  technology and  mobile
communication terminal, as long as learners access wireless
network, learners can study at anytime and anywhere.
Mobile learning has the characteristic of interactive,
convenient, and real-time, so M-learning has a wide range of
applications. M-learning integrates mobile communication
with education, it breaks the shackles of wired connection,
learners can study according to their needs, anytime,
anywhere access to any network of educational resources,
enhance the efficiency of learning and working, mobilize the
learner's interests in learning. There are several M-learning
devices, figurel shows the basic devices of M-learning.
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Figurel. The basic equipments of M-learning

The work was supported by the research foundation for outstanding Young Teachers of Qiongzhou university (QY200920); The scientific and
technological cooperative project for college and region of Sanya (2010YD49, 2010YD32,YD09074); Hainan Provincial Natural Science Fund(610225, 609006);
Social development special fund of science and technology for Hainan province (2010SF004); Key Laboratory of Tropical Crops of Hainan Province Information
Technology Application Research Fund Open Project(rdzwkfjjo01).

978-0-9831693-1-4/10/$25.00 ©2011 IERI MIME2011

126



B .The characteristics of M-learning at this stage

1) Local resources are limited: Learners are affected
by factors, for example: mobile device storage capacity,
price, network bandwidth. At the same time, the resources on
mobile devices are limited, early storage capacity is only
between128 MB ~ 512 MB, can only store a small amount of
text messaging and video and audio information. But the
study resources download from network are text form, video
and audio stream can not be uploaded and downloaded
fluently, which impact the abundance of local study
resources. The development of multimedia digital resources,
learners need mass storage devices and high-speed download
network.

2) Learning content based on text: In M-learning process,
learners study through receiving SMS, visting website. The
performances of the teaching contents are very single, some
study contents can not be presented well, and mobile study
contents are limited. If we can overcome the limitations of
the speed of network transmission, transmit video and audio
stream fluently, enrich the way of study contents, the scope
of M-learning will be enlarged greatly, at the same time, the
learning outcomes will be improved.

3) The separation of teachers and students in mobile
environment: Make use of mobile devices, people can
access wireless network to study in any environment, people
can begin to study in Subway, the bus station, and even
before they go to bed, as long as they have a short time, they
can study. This approach of learning causes the separation
between teachers and students. Therefore, how to ensure the
quality of communication in different environment, avoid
communication barriers caused by environment factors, so
that mobile learning can be fluently in different environment,
which has becoming the most pressing problem.

4) The interactive way of teacher-student affects study
effects: In mobile learning, the teachers and students are in
different environment, they are unable to communicate face
to face. How to ensure the quality of communication
between teachers and students, convey feedback to learners
in a short time, improve the effects of study, which become
the important problems in the process of mobile learning.
Seeing from domestic research status, mobile learning is
limited by the network bandwidth, the main ways of study
are SMS. mobile instant messaging tool, e-mail, BBS and
other forms of communication. The way of communication
is single, learners are unable to see and hear each other,
which affect the effects of communication. Therefore,
improving the network bandwidth, enriching the way of
communication between teachers and students has become
Very necessary.

[II. M-LEARNING BASED ON 3G TECHNOLOGY

3G technology has rich characteristics, which can be
used for M-learning. When the 3G technology are applied in
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mobile learning, mobile learning will have new identities. At
present, the M-learning models based on 3G network have
three kinds: M-learning model based on 3G multimedia short
message services, the model based on the 3G mobile video
service, the model based on the 3G wireless network services,
such as WAP browser for mobile learning. In these learning
models, the new changes brought by 3G technology are
incarnated, at the same time, brought the new function
modules for M-learning.

A. The application of 3G technology in M-learning

3G is used for mobile learning, it can as a tool to
improve the attention to education, assigning more resource
for education, cultivating more talented person. 3 G
provides various broadband information businesses will
make mobile education system to provide more convenient
service for a user, its application shows as follow:

1) Mobile resource: Teachers can collect the experiment,
plotting, sound, portrait and large amount of data from
Internet, searches out required material, making use of again,
process to required class of teaching resource, build the
various data base on the school education platform. Because
of 3 G data transmission rates are very high, students can
collect required contents by mobile network, such as the
emphases, difficulties and general problems of course.
Students can query various problems and not be restricted by
time and place.

2) Mobile discussion and bbs: The BBS users can query
the title and content of bbs by mobile telephone, can publish
papers by mobile telephone, can make use of hyper text
connection way to make users discuss the problems they are
interested in. This discussion can be celebrated at anytime,
anywhere, the exchanges between teacher and teacher,
teacher and student, student and student have increased
greatly. Students not only can communicate with teachers in
school, but also can communicate with famous expert of
home and abroad.

3) Providing mobile net: Mobile Internet is a network that
integrate wired Internet ,mobile communication net , it
include wired Internet , wireless connection and nimble
terminal mainly. Wired Internet is Internet; Wireless
connection is the network being composed of wireless
module; The nimble terminal points to the end instrument
having terminal treatment ability. Compared with wired
Internet, mobile Internet has made up the shortcoming that
wired Internet not able to move. Mobile Internet being able
to contact every person in school ,it has broken close
learning space, making students get a space that can develop
their individuality, classroom has been expanded by
boundless field in theory. As long as places are coveraged by
the communicating signal, can actualize mobile teaching.
Mobile users use wireless terminal to connect Internet, visit
teaching server and browse, query, real time alternation,
similar to general Internet users.



4) Mobile multimedia: Multimedia has gathered two kinds
or more than two kinds mediums module, such as voice, data,
image, video. In 3 G system, can actualize data, video
multimedia communication between end users, which make
“face-to-face” communication at mobile telephone, teacher
can guide them to study. In addition to watch the lecture,
students are able to use 3G mobile telephone to handle
equipment, use mobile telephone to carry out surveillance
and control.

B. The mode of M-learning based on 3G technology

3G technology brings the new function modules for
M-learning, enriching the functionality of M-learning.
These modules include the communities of mobile exchange,
mobile video and audio course room, mobile mass resource
storeroom.

1) Mobile interactive video platform: Make use of 3G
video services, we can achieve video conference, video blog,
video communities. Video conferencing can be used for the
group discussion in mobile learning, when the study group or
class of virtual exchange activities, the adoption of mobile
video will be meeting to see and hear all of the real-time
situation to express their views. When Video blog for mobile
learning, learners will learn not only through text study and
experience of the virtual partners, but also through visual
content, understanding the virtual partners profoundly. The
emergence of mobile video community, the learners can
make use of 3G network to create a virtual forum, to share
information and to discuss issues.

2) Mobile video and audio rooms: With the
development of 3G technology, download video and audio
streaming have become easy in mobile environment, the
phenomena of transmission delay has disappeared. Mobile
learners can play the video and audio streaming fluently even
in the high-speed train. Mobile video and audio classroom
will become an important part of mobile learning. Anytime,
anywhere becoming possibility. Supposed that student can
see teacher’s course not in classroom, can carry out
exchange through their computer or PDA.

3) Mobile mass resource storeroom: As the capacity of
M-learning devices are increased, lower prices, and the 3G
networks of the substantial increase in speed, mobile learners
will carry massive resources at any time, they can view
multimedia resources at any time, and search the vast
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resources of the required material from the Internet, they can
become knowledgeable person easily.

IV. ConcLusION

3G technology brings a lot of convenience for people’s
lives, applying 3G technology to mobile learning, which
avoid the disadvantage of traditional study way, enhance the
efficiency of learning greatly. M-learning based on 3G
technology has becoming a convenient rapid study way, Its
advantages, becoming an important study way, and it has
broad application prospect. Therefore, M-learning based on
3G technology is very meaningful and necessary.
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Abstract — Automobile dashboard is one of the most
important Human-Machine Interfaces in cars, unreasonable
ergonomics relations in design may lead to many potential safety
problems. Take the drivers reading rate and reaction time for
automobile dashboard as the evaluation goals, with the help of
fuzzy mathematics and ergonomics knowledge to solve the
various factors' membership which relative to the decision-
making language set in the fuzzy evaluation of automobile
dashboard, then establish the membership function of each basal
factor, and determine the each factor’s weight at last. According
to basal factors' membership functions and weights, do the fuzzy
computing in accordance with the method of multi-plate fuzzy
evaluation to determine the membership of the top element.

Index Terms —Automobile Dashboard, Weight, Fuzzy
Evaluation , Membership

1. INTRODUCTION

Study on automotive human - machine interface making
a major role in automotive ergonomic evaluation, it does have
far-reaching practical significance. In the human - machine
interaction study, determining the weight of each factor is
particular important, it is directly related to product evaluation
and improvement measures, good and bad choices.

Ergonomics is a subject that studying the interaction
among people, equipment and work environment. It has
become a new technology power to promote the development
of industrial production, and has already got general attention
by developed countries. But this subject emerged late in
China, the studying on the comprehensive fuzzy evaluation
system of product human-machine interface has just begun,
especially the work on car human - machine interface
comprehensive assessment is almost blank in Chine.
Furthermore, many related research only stay on the
establishment of a framework overall system, but no more in-
depth discussions for a part [1]. It is for this phenomenon,
selecting automobile dashboard as object to study the method
of how to determine the weight of each factor. By the fuzzy
evaluation system and experimental analysis, focused on
studying relationship between factors set and membership set
and weight distribution of factors [2]. This can be a
subsystem and the preliminary work of comprehensive
evaluation system of the whole automobile human — machine
interface, it also stimulates public discussion on product fuzzy
evaluation system, has a very important and long-term
significance.

978-0-9831693-1-4/10/$25.00 ©2011 IERI

II. THE EVALUATION SYSTEM OF AUTOMOBILE DASHBOARD

A. Establish Framework of Evaluation System

Evaluation system is the systematic and formal
description of design object's external characteristics, it can
feedback the overall performance of the design object as well
as the relationship between subsystems [3]. Take multi-level
model to evaluate the automobile dashboard [4], the overall
framework of the evaluation system is shown in Fig.1.

Evaluation of
the overall color

Dashboard's color assortment |

Night light |

Speedometer

Dashboard

_ Overall Evaluation of

Framework of -—— the overall lavout | |
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Tachometer
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Evaluation of
cach dashboard

Speedometer (Indicator type) |
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Charging indicator (Indicator/Indicating lamp type) |

il pressure gauge {Indicator/Indicating lamp type) |

L T T T 1

Direction indicating lamp (Indicating lamp type) |

Fig.1. The overall framework of the evaluation system
To simplify the processing, evaluation of the decision-
making language set is:

V ={v,,v,} ={Good, Bad }

By the overall framework of the evaluation system to
determine its first-level factor set and the corresponding
weight vector:
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U = {Ul, U2, U3} = {Evaluation of the overall color,
Evaluation of the overall layout, Evaluation of each
dashboard}

A=(A.A,A)

Second-level factor set of the evaluation system and its
corresponding weight vector:
1) Evaluation of the overall color:

U, ={u,,,u,,} = {Dashboard's color assortment,
Night light}

A= (au’ a, )

2) Evaluation of the overall layout:

U2 = {UZI’u22’u23’u24’u25’u26’u27’u28}
{Speedometer, Tachometer, Thermometer, Fuel gauge,

Odometer, Charging indicator, Oil pressure gauge,
Direction indicating lamp }

Az = (a217 85,853,854, 855, 8y, 3y, azs) 3)
Evaluation of each dashboard:

U3 = {u31’u32’u33’ U34,U35, u36’u37’u38}
{Speedometer, Tachometer, Thermometer, Fuel gauge,

Odometer, Charging indicator, Oil pressure gauge,
Direction indicating lamp }

As :(a31aa“32’a33’a34’a“35=a36’aawass)

Considering the identical type instrument's appraisal
factors are the same, to simplify processing, the indicator type
instrument, the digital instrument and the indicating lamp type
instrument distinction comes out to carry on the appraisal
abstractly. The indicator type instrument's evaluation module

is shown in Fig.2.
T
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—{ Scale division Congth

Evaluation Orthostatic position of digit |
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Color prompt
Type
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-
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—{ Color assortment |

Fig.2.The indicator type instrument's evaluation module
According to the above module, the indicator type
instrument's first level factor set and correspond the weight
vector respectively is:

U :{Ul,Uz,U3,U4,U5}
= {Dial plate, Scale division, Character, Indicator,

Color assortment}

A={A|,AZ,A3,A4,A5}

Second-level factor set of the indicator type instrument's
evaluation module and its corresponding weight vector:
1) Dial plate -

U, ={u,,,U,,} = {Size, Shape}
A :(allﬂaIZ)

2) Scale division -
U, = {u219u229u237u249u25}
= {Spacing, Width, Length, Orthostatic position of
digit, Color prompt}

A, =(a21’a22>a23=a24aa25)
3) Character:
U, ={u,,,u,,} = {Size, Stroke width }

A = (a31 > &) )
4) Indicator -
U, ={u,,u,,,u,;} = {Length, Width, Zero position}

A4 = (a41> a,,, a43)

In order to simplify processing, two level of factor merge
into one level factor, the new set of factor is:

U = {UI,UZ,U3,U4 5us’ué’uwus’u9’u105u11’u12’u13}

= { Dial size, Dial shape, Scale space, Scale width,
Scale length, Orthostatic position of digit, Color prompt,
Character size, Stroke width, Indicator length, Indicator
width, Zero position, Color assortment}

According to the second-level fuzzy synthesis principle,
may get basal factors' total weight vector based on the
weighted average computation in the indicator type
instrument:

A= {dlvdz’dz’dwdsvde’dwds’dwdlo’dmdlzadm}

B. Method to Determine the Weights of Evaluation Factor

When evaluating a product, the influence of each factor
is different to the product, therefore, we must give various
factors assignment inevitably. Now there is no unified theory
to determine the weights of factors that at the same level.
Generally uses the expert determination method, the dual
correlation method, the fuzzy method of average and borrows
the existing experience and so on to determine the weight.
This research is mainly investigate expert and the person who
has the automobile driving experience, as well as the
experiment analyzes, and further uses the weight analytic
method in the dual correlation method to determine some
results. Below mainly the weight analytic method:

In order to carry sort of the elements of

U ={u u ,un} , if each U  has  weight

Uy, :
W, =W(ui) objectively, W :(W],Wz,...,wn) is called the

weight vector. Then can obtain the U sorting according to



the weight, the weight ratio of two elements U, , U; is

W, / W; , may construct the weight ratio matrix M [5].

May know according to the matrix theory,
exists M- X =4-X , A is the maximum non-vanishing
solid characteristic value of matrix M . X is the correspond
eigenvector of 4. Because we did not know weight vector W
beforehand (this is precisely we must look for), we also did

not know matrix M , but we can obtain fuj (U,) and fu, (u;)
through two-two comparisons, command[6]:

t, = fuj(ui)/ f, (u;)

May compare t; as the weight ratio W, / w; the

estimated value, matrix T =T (tij) may take matrix M an

estimate matrix. We can obtain the maximum characteristic
value and corresponding eigenvector of matrix T through the
method of linear algebra, this eigenvector as the estimate of

the weight vector W = (Wl,Wz,...,Wn ), thus can obtain the
sort of U .
A characteristic value correspondence's eigenvector is

not generally only, but the various sets of factors' sum of
weight component is 1, therefore takes normalized vector

W = (WII,W;,...,WYH) as the estimated weight vector , This

can determine the weight of each factor set. And

W

_ W, W, W,
W Y w Y,
i i i

III. EXAMPLE: INDICATOR TYPE INSTRUMENT VARIOUS
FACTORS WEIGHT DETERMINATION

In order to study each factor to indictor type instrument
reading recognition time influence, giving the corresponding
factor's degree of membership or membership function
through the experimental analysis, then to determine the
assignment of each factor's weight.

Uses the HSV color system to express the color, in the
HSV color system, the H value represents the color
appearance, the S value represents the saturation of color, and
the V value represents the color brightness. H value
expression color on a hue circle's angle number, scope
between 0-360; S and V values were between 0-1. For
expressing easily, the following S and V values are used to
remove percent sign (that is 100 times the numerical
expansion). The specific value of some main colors in HSV
color system is shown in Tab.1.

TABLE I
THE MAIN COLORS' SPECIFIC VALUE IN HSV COLOR SYSTEM
Color [H] S [ V] Coior [ H] S [V
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B 0 0 0 Green(l) | 120 | 100 | 50
W 0 0 100 | Green(2) | 120 | 100 | 100
R 0 100 | 100 Blue 240 | 100 | 100
Y 60 | 100 | 100 Purple 300 | 100 | 100

The experiment is carried out by PC machine graph
programming, and laboratory equipment is also PC machine
itself. The main interface of experimental procedure is shown
in Fig.3.

—lslx

S RH A X

Fig.3. The main interface of experimental procedure
A. Determine the Indicator Type Instrument's Color

Assortment Membership Function

The indicator type instrument color assortment
experiment needs to change the dial plate color, and change
scale division and indicator's color. Considering actual use
situation, the colors which the experiment used are matching
quite clearly, easily for reading.

Experiment goal: This experiment's goal is to study the
dial plate, the scale division, indicator's color assortment
influence to instrument's recognition time and the accuracy.

Experiment sample: 20 subjects, 17 men and 3 women
who are college students and graduate students, aged between
20-26 years of age, vision or corrected visual acuity of 1.0 or
above, normal color vision.

Experiment content: Through changes the dial plate, the
scale division and the indicator color combination to
determine that the color influence to recognition time and
accuracy. Each color combination appears twice, specific
HSV color values shown in Tab.l. The default setting for
other programs: the dial plate shaped circular, dial size 70mm,
scale spacing 3mm, scale length is 4.3mm, scale width of
0.3mm, The scale division does not have the color, orthostatic
position of the scale division digit select 0, that is, the sign
number in the outside of dial plate and Vertical display, the
character size (height) is 4.3mm, character thickness is 400
degrees (that is in a normal stroke width), the indicator
needle-tip according to the short scale division line terminal's
distance is 1.6mm, the indicator needle-tip width is 0.4mm,
and position the indicator at the bottom left of zero.



Experimental data statistics: Statistical analysis of
experiments of various color combinations available, the
average response time and error rate are shown in Fig.4 and
Fig.5 respectively.
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Fig.5. Error ratio distribution

Supposes I, and I, respectively to be the membership

of a variety of colors that opposed to "good" and "bad". From
Fig.4 may know that the average reaction time of all kinds of
color combination is between 1100-1600(ms). Average
response time for each case relative to the decision on the
phrase "good" assessment of the situation. Set tto be the
average response time. The evaluation criteria decide as [7]:

1 t <1300

r, =40.75, 1300 <t <1450
0.5, 1450<t<1600

r, = 1- L

According to Fig.5 may know that misreading of various
colors within the 25% rate. The various combinations
according to the error rate on words relative to the decision-
making "good" evaluation of the situation. Set X is the error
ratio, the evaluation criteria decided as:

1, X <10%
K, =10.75, 10%<x<15%
0.5, 15%<x<25%
r,=1-r,

Considering the membership in the above two kind of
standard condition, particularly to carry I, , which is the

degree of membership of various colors opposed to "good" in
the two standards, on the fuzzy computation, then take kinds
of fuzzy computation to obtain the corresponding average
value.
B. Determining the weight set of each factor in indicator
type instrument
Determining the weight set of each factor in indicator
type instrument through the experimental method, studying
various factors influence to recognition time, thus
determination weight assignment of indicator type instrument
factors. Carry on the fuzzy analysis computation to the
instrument basic factor weight value, as shown in Tab.2 [8].

TABLE I
THE FUZZY ANALYSIS COMPUTATION TO THE INSTRUMENT BASIC FACTOR WEIGHT VALUE
Factors Chad Chad Product Product | Bounde{ Bounded Einstein | Einstein Jiffgr Ja(r)grer Mean Value
And Or And Or And Or And Or (p=2) (p=2)
u'i 0.172 0.1974 0.034 0.3355 0 0.3694 | 0.0204 0.3573 0 0.2618 0.1748
u's 0.0685 0.1138 0.0078 0.1745 0 0.1823 0.0043 0.1809 0 0.1328 0.0865
u's 0.083 0.1053 0.0087 0.1796 0 0.1883 0.0048 0.1867 0 0.1341 0.0891
u's 0.0426 0.083 0.0035 0.122 0 0.1256 | 0.0019 0.1251 0 0.0933 0.0597
u’s 0.0439 | 0.0685 0.003 0.1094 0 0.1124 | 0.0016 0.1121 0 0.0814 0.0532
u's 0.0232 | 0.0338 0.0008 0.0562 0 0.057 0.0004 0.0569 0 0.041 0.0269
u's 0.0338 0.0685 0.0023 0.1 0 0.1023 0.0012 0.102 0 0.0764 0.0486
u's 0.0685 0.0917 0.0063 0.1539 0 0.1602 | 0.0034 0.1592 0 0.1144 0.0758
u's 0.0426 | 0.0492 0.0021 0.0897 0 0.0918 | 0.0011 0.0926 0 0.0651 0.0433
U'to 0.0619 0.083 0.0051 0.1398 0 0.1449 | 0.0028 0.1442 0 0.1036 0.0685
u'i 0.0259 0.083 0.0022 0.1068 0 0.1089 | 0.0011 0.1087 0 0.087 0.0524
u'iz 0.1182 | 0.1222 0.0144 0.2259 0 0.2404 |  0.0081 0.2369 0 0.17 0.1136
u'is 0.0315 0.0851 0.0027 0.1139 0 0.1166 | 0.0014 0.1163 0 0.0908 0.0558
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Change the combination of basic factors,
through changing the basic factors' value to
determine the influence to recognition time and
the error ratio. Extract the total weight of each
basic factor according to average reaction time
and the error ratio that get from experiment,
carrying on the fuzzy computation to the
obtained weight, then goes to the mean value,
finally normalized processing. Normalized
values are correspondence total weights of
factors. The final weight value of basic factor is
the vector which composed of normalized
average value vector, so:

A'=(0.1843,0.0912,0.0939,0.0630,0.0561,0.

0284,0.0513,0.0799,0.0457,0.0723,0.0
552,0.1198,0.0589)

We can find the second-level factors weight
of the original indicator type instrument at the
same time.

A=(0.2755,0.2927,0.1256,0.2473,0.0589)
A =(0.0310,0.6690)

A, =(0.3209,0.1917,0.2151,0.0970,0.1753)
A, =(0.6363,0.3637)

A, =(0.2922,0.2233,0.4845)
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Abstract — Flow of liquid metal in an electrically insulated
rectangular duct past a circular cylinder under a strong axial
magnetic field is investigated in the subcritical regime, below the
onset of von Karman vortex shedding. In this configuration, the
flow is quasi-two-dimensional and can be solved over a two-
dimensional domain. A transient energy growth analysis of
optimal linear perturbations is carried out. Parameters are
considered for Reynolds numbers 50 < Re < 2500, Hartmann
numbers 500 < Ha < 1200, and blockage ratios 0.1 < p < 0.4.
Transient growth is determined as a function of the evolution
time of disturbances. For all B, the energy amplification of the
disturbances was found to decrease significantly with increasing
Ha and the peak growths shift towards smaller times. The nature
of the disturbance does not vary with the blockage ratios.

Index Terms — transient growth, magnetohydrodynamic,
quasi-two-dimensional, circular cylinder.

1. INTRODUCTION

The study of flows of electrically conducting fluids in
ducts in the presence of a transverse magnetic field is
important because of its practical applications in
magnetohydrodynamic generators, pump, and metallurgical
processing. The primary application motivating this study is
magnetic confinement fusion reactors, where liquid metal is
used as a coolant and as a breeder material [1]. In most
fusion reactor blankets, the liquid metal circulates in an
electrically insulated duct perpendicular to the applied
magnetic field. The motion of liquid metal in a strong
magnetic field induces electric currents, which in turn interact
with the magnetic field resulting in a Lorentz force. This has a
significant effect on the velocity distribution and turbulence
characteristics, and exerts a retarding force on the flow.

The flow under a strong magnetic field is characterized by
a laminar structure because the velocity fluctuations in the
direction of the magnetic field are strongly damped. Therefore,
the heat transfer in the ducts of the blanket where a large
amount of heat must be removed is dramatically decreased [2].
However, two-dimensional turbulence that consists of vortices
with axes parallel to the magnetic field are not significantly
damped [3]. This turbulence could be used to enhance the heat
and mass transfer by using turbulence promoters such as a
circular cylinder placed inside the duct of a blanket.

The concept of using internal obstacles to induce vortices
and enhance the heat transfer rate has been investigated

978-0-9831693-1-4/10/$25.00 ©2011 IERI
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experimentally by [4, 5] and numerically by [6]. The results
reveal that the heat transfer rate under a strong axial magnetic
field in insulated ducts was improved by a factor of more than
2 times that of laminar flow.

Stable flow may be sensitive to transient growth of
disturbances for some time before decaying to zero [7]. In
purely hydrodynamic parallel shear flows (Ha = 0), transient
growth has been demonstrated for the plane channel [8], pipe
[9], rectangular duct [10], and abrupt geometrical expansion
flows [11, 12]. This growth can be attributed to the non-
normality of the eigenmodes associated with many shear flows
Farlfie cylinder wake without magnetic field (Ha = 0), the
adjoint and direct eigenmodes in the region of primary
instability has been investigated numerically by [13, 14] to
understand the sensitivity of the flow. More recently, the
transient response of the subcritical and supercritical flow has
been investigated by [15] and [12], respectively. The transient
growth in supercritical and subcritical flow of the circular
cylinder wake in an open flow has been studied by [16].

The effect of an applied magnetic field on the transient
growth for the case of steady Hartmann flow (channel flow of
an electrically conducting fluid in presence of uniform
magnetic field) has been analyzed by [17-19]. The optimal
modes were found to have the form of streamwise rolls
confined to the Hartmann layers. In addition it was found that
energy gains of the optimal perturbation are proportional to
(Re/Ha)?, and the critical Reynolds number was much higher
than for Poiseuille flow.

More recently, [20] analyzed the optimal linear growth of
perturbations in a rectangular duct with different aspect ratio
subjected to a uniform transverse magnetic field. The
disturbances of optimal growth are confined to the Shercliff
layers. The optimal perturbations are significantly damped by
the magnetic field irrespective of the duct aspect ratio. They
conclude that the Hartmann boundary layers perpendicular to
the magnetic field is not contribute to the transient growth.

The aim of this paper is to quantify and analyze the
transient growth of infinitesimal perturbations in a quasi-two-
dimensional MHD flow past a confined circular cylinder
exposed to a strong magnetic field in the subcritical regime
prior to the onset of vortex shedding. This research may lead
to improved mechanisms for enhancing heat transfer in
strongly magneto-hydrodynamically damped duct flows.
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Parameter ranges to be considered are 50 < Re < 2500, 500 <
Ha < 1200, and 0.1 < B < 0.4. In particular, the effect of
Hartmann number and blockage ratio on the transient growth
will be investigated.

II. MATHEMATICAL FORMULATION

The system under investigation is a rectangular duct
confining a circular cylinder placed at the center of the duct
parallel to the transverse direction and perpendicular to the
flow direction. The duct walls and the object are assumed to
be electrically insulated. A homogeneous vertical magnetic
field with a strength Bo of up to 2 Tesla is imposed along the
cylinder axis. For a high Hartmann number, the magnetic
Reynolds number Rey,, which represents the ratio between the
induced and the applied magnetic field, is very small that the
induced magnetic field is negligible and the resulting magnetic
field is imposed in the z-direction only. Under these conditions
the flow is quasi two-dimensional and consists of a core
region, where the velocity is invariant along the direction of
the magnetic field, and thin Hartmann layer at the wall
perpendicular to the magnetic field. The quasi two-
dimensional model has been derived by [21, 22], by
integrating the flow quantities along the magnetic field
direction as shown in Fig. 1.

Xu Xd
£o
— {
— D B
= —f@—f— h
— |
—= :

Fig. 1: Schematic representation of the computational domain for the flow
past a confined circular cylinder in the average plane

In this case the non-dimensional magnetohydrodynamic
equations of continuity and momentum [22, 23] are

Vi-u =0 )
Ou | 1, d Ha
+(u, -V, )u, +Vp, =—Viu, +——u,, 2
( € l) 1 pl Re 1%L a Re 1
where the variables are scaled by taking d, pU; , and

d/U, as a respective length, pressure, and time. The

dimensionless parameters Re and Ha are the Reynolds number
and Hartmann number, respectively. They are defined as
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The linearised Navier-Stokes equations are derived by
substituting velocity and pressure fields decomposed into a
two-dimensional base flow and an infinitesimal fluctuating
components u'(X,y,t) and p’(x,y,t) . The linearised
expansion is based on a steady two-dimensional base flow.

The maximum energy growth of initial perturbations for a
given time period can be expressed as an eignvalue problem in
which the perturbation can be expressed in terms of a set of
optimal modes which grow at different amplitudes over the
chosen time interval. The relative energy amplification (G) of
an optimal mode is written as

E(t=r)

Gl) =gz )

where E(t) is the energy of the disturbance at time t. G(z’)is

the leading eigenvalue obtained after integrating a disturbance
field forward in time using the linearized Navier-Stokes
equations, and backwards in time using the adjoint linearlized
Navier-Stokes equations. For the linearized and adjoint
equations, it has been determined that the Hartmann friction

Ha

“4)

)

>

!

" and

term (the last term in equation 2) appears as + gmu
a Re

d Ha

+——u , respectively, where u, denotes the adjoint
a Re

disturbance velocity field. In all other respects, the direct
transient growth technique applied here is identical to that
described in [11], and the linearized eigenmode solver has
been validated in [23, 24].

III. NUMERICAL METHODOLOGY

A spectral-element method is used to discretise the
governing flow equations [22]. The chosen scheme employs a
Galerkin finite element method in two dimensions with high
order Lagrangian interpolants used within each element. The
nodes points within each element correspond to the Gauss-
Legendre-Labatto quadrature points.

A no-slip boundary conditions for velocity is imposed on
all solid walls. At the channel inlet, a normal component of
velocity is assumed to be zero, and a Hartmann velocity
profile for the axial velocity is applied. At the exit, a constant
reference pressure is imposed and a zero streamwise gradient
of velocity is weakly imposed through the Galerkin treatment
of the diffusion term of the momentum equation. A constant
reference pressure is imposed at the outlet, and a high order
Neumann condition for the pressure gradient is imposed on the
Dirichlet velocity boundaries to preserve the third-order time
accuracy of the scheme [25].

The computational domain is divided into a grid of macro-
elements. Elements are concentrated in areas of the domain
that undergo high gradients. A grid resolution study
determined the domain size, the number of mesh elements,



and the required number of nodes per element to resolve the
flow features to within 1%. The meshes typically comprise
1052 to 1484 macro elements with 49 (7x7) nodes per
element. The inlet length and outlet length were 8D and 25D,
respectively.

IV. RESULTS AND DISCUSSION
The base flow

The base flow is characterized by a steady recirculation region
of a pair of symmetric counter-rotating vortices on either side
of the wake centreline. In Fig. 2, the effect of Hartmann
number and blockage ratio on the flow is presented. It can be
seen that an increase in the Hartmann number acts on the wake
by decreasing the length of the recirculation bubble. This is
due to the domination by the Lorentz force which produces a
convective motion in a direction opposite the flow, resulting in
the decrease of the wake length. For B = 0.1 the recirculation
bubble does not completely vanish up to Ha = 1200, but for §
= 0.4, though, it is suppressed completely at Ha = 1000 (not
shown).

Ha= 1200

Fig. 2: Streamlines of the steady base flow at Re = 580 for blockage ratio
and different Hartmann numbers as shown. Flow is left to right.

Transient growth analysis

Fig. 3 show the base-10 logarithm of the transient energy
growth G of optimal disturbances as a function of evolution
time t for the steady base flow for blockage ratio p = 0.1 at
different Hartmann numbers Ha. The initial observation on
these data is, though the chosen Re for the analysis is well
below the critical Reynolds number Re; at the lowest
Hartmann number Ha = 500, there exist perturbations which
grow in energy by a factor of thousands. For example, for § =
0.1, the energy grows by a factor of 3.5 x 10% and 1.3 x 10° at
Ha = 500 and Ha = 1200, respectively. For f = 0.4 (not
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shown), there is a growth of energy by a factor of 4.55x10°
and 1.47 x 10°, respectively. For all B, it is found that
increasing Ha leads to a significant reduction of the energy
amplification of the disturbances and to shift of the peak
growth towards smaller times. In fact, the interpretation of
such suppression is the reduction of perturbation kinetic
energy by the Hartmann damping. Remarkably, the global
maxima of energy vary significantly with the blockage ratio.

B=0.1,Re =580
6 T T T 1 T T I
S 4r Ha =500
b 3 1
=]
2_ 4
750
]_ .
1000
o 12007 TP
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Fig. 3: Plots of log;oG against t at k: 0.1, Re = 580, and Hartmann numbers
as shown. The dashed curve shows the locus of maximum growth as a
function of 1.

Fig. 4 plots the streamwise vorticity field of the optimal initial
perturbations for the blockages p = 0.4 at low and high
Hartmann numbers, i.e., Ha 500 and Ha 1200,
respectively. In each, the perturbation maximum is located in
the region of the boundary layer separation around the
cylinder near the wake. The perturbation travels along the
separating region as long as possible, hence providing the
optimal growth. Remarkably, the nature of the disturbance
does not vary with the blockage ratios. Fig. 5 (a, ¢) shows the
streamwise vorticity of initial perturbation for § = 0.4, Re =
1160 and Ha = 500 and Ha = 1200, for which T, = 7 and 2,
respectively. It is clear to see that by increasing Hartmann
number, the optimal perturbations are more concentrated
around the boundary layer separation. In Fig. 4 (b, d), the
evolution from this initial disturbance is plotted. The flow
structures are a series of counter-rotating spanwise rollers,
which are similar to structures seen in transient growth
analysis of a cylinder in an open flow [13, 14]. Over time,
vorticity detaches from the aft of the cylinder and travels
downstream along the wake centreline, and a region of
opposite sign voricity forms at the aft of the cylinder. In
addition, boundary layer detachment from the duct side wall
occurs downstream of the cylinder. Vorticity is drawn into the
channel and interacts with that detached from the rear of the
cylinder. The boundary layer detachment from the walls was
observed to change significantly as B is further increased.

(@)



Fig. 4: Plots of stream-wise vorticity for p = 0.4 (a, c¢) optimal initial
perturbation at Re = 1160 at Ha = 500 and 1200, respectively. (b, d) the
corresponding linear growth evolved at Ty, for the same Reynolds numbers
and Hartmann numbers of (a, c¢). The streamlines of the stable base flow is
overlaid in each case

V. CONCLUSIONS

An investigation has been carried out into the transient growth
of optimal linear perturbations of a liquid metal magneto-
hydrodynamic flow past a confined cylinder in a duct under a
strong magnetic field in the subcritical regime prior the onset
of oscillations. Under these conditions, the flow is quasi-two-
dimensional.

For all blockage ratios, very significant transient energy
growth was found in this regime, which suggests a potential
for the design of actuation mechanisms to promote vortex
shedding and thus enhance heat transfer in these ducts. The
energy amplification of the disturbances was found to
decrease significantly with increasing Hartmann number,
where the growth peaks at shorter time intervals. The nature of
the disturbance does not vary with blockage ratio.
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Abstract: In this paper, the polystyrene/nano-silica composite
particles were prepared and characterized according to the
following steps. First, the nano-silica particles were pretreated
with the surfactants under ultrasonic field. Second, the
dispersion polymerization of styrene in a water-ethanol (1/6
wt/wt) medium, with poly(N-vinyl pyrrolidone) (PVP) as
stabilizer and 2,2’-azobisizobutyronitrile (AIBN) as initiator in

the presence of nano-silica particles was initiated with N2

purging through ultrasonic irradiation by taking its advantages

1. Introduction
In recent literature, several processes have been described
to synthesize particles that consist of an inorganic core
surrounded by a polymer shell. The technique of polymer
encapsulation is becoming more and more popular since
polymer-encapsulated particles offer very interesting actual
and potential applications. Encapsulated pigments are
involved in the manufacture of cosmetics, inks, and paints
to improve the compatibility between the filler and the
binder. The process of encapsulation is of particular interest
in agriculture and pharmaceutical industries to produce
controlled-release products such as encapsulated pesticides
and drugs. Encapsulation technologies have developed to
reduce toxicity, to mask taste and odor, to facilitate storage
or transport, and to improve the stability of the encapsulated
product. Polymer-encapsulated inorganic particles may also
have interesting properties in areas as adhesives, textiles,
optics, and electronics!"*.
Most methods of encapsulation included emulsion
polymerization, surfactant-free emulsion polymerization,
emulsion-like and

polymerization suspension

polymerization have been employed!”. Dispersion
polymerization is characterized by the fact that the
monomer and the initiator are soluble, and the polymer
insoluble, in the reaction medium. This is a kind of

precipitation polymerization in which the insoluble polymer,

978-0-9831693-1-4/10/$25.00 ©2011 IERI
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of multieffect, i.e., dispersion, crushing, activation, and
initiation. Finally, the polymerization kinetics characteristics
were studied, and the encapsulation of composite particles were
investigated with optical microscope, SEM, TEM, FTIR, X-ray
photoelectron spectroscopy (XPS), thermogravimetric analysis
(TGA), and differential scanning calorimetry (DSC).

Keywords: Composite Particle, Dispersion Polymerization,

Ultrasonic Irradiation

that first forms small aggregates and next larger particles, is
stabilized by a suitable steric stabilizer present in the
reaction medium®. Dispersion polymerization has already
been employed for the preparation of composite materials
made of ultrafine silica particles. However, the goal in the
works was not encapsulation of the silica particles by the
polymer, but electrostatic stabilization of the large polymer
particles by the negatively charged silica particles located at
the surface of the polymer particles'*. Bourgeat-Lami et al.
have prepared polymer encapsulation of nano-silica
particles, using dispersion polymerization of styrene in
aqueous ethanol medium with ploy(N-vinyl pyrrolidone)
(PVP) as stabilizer. In the works, nano-silica particles
directly synthesized by stober process in an aqueous ethanol
medium are either unreacted or coated with
3-(trimethoxysilyl)propyl methacrylate (MPS), which is
grafted at the silica particles surface. When the bare silica
particles are used as the seed, there is a strong tendency of
the silica beads to cover the surface of the polystyrene
particles and obviously encapsulation does not occur. On
the contrary, when the silica surface is made hydrophobic
by coating, the inorganic particles are entirely contained in
the polystyrene particles as evidenced by microscopy
techniques (TEM, SEM, AFM) "),

However, the big challenge encountered in preparing
polymer/inorganic nano-particle encapsulation is that the

nano-particle cannot be dispersed in polymer matrix at the
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nano level by conventional techniques, because the surface
energy of the tiny particles is very high, and these particles
tend to agglomerate during mixing. Xia et al. have
employed ultrasonic induced encapsulating emulsion
polymerization of monomer in presence of nano-particles.
The inorganic nano-particles in the aqueous solution can
redisperse more effectively through ultrasonic irradiation
than by conventional stirring. Ultrasonic induced
encapsulating emulsion polymerization of BA monomer in
the presence of nano-silica can produce poly(butyl acrylate)
(PBA)/nano-silica composite'®. To our knowledge, there is
no description in the literature of encapsulation of inorganic
by

polymerization under ultrasonic field.

nano-particles a polymer using dispersion

In this paper, we describe the dispersion polymerization
of styrene in a water-ethanol (1/6 wt/wt) medium, with
poly(N-vinyl pyrrolidone) (PVP)

2,2’-azobisizobutyronitrile (AIBN) as

as stabilizer and

initiator in the
presence of nano-silica particles
The

characteristics were studied, and the encapsulation of

through ultrasonic

irradiation inducement. polymerization kinetics
nano-silica particles

2.2 Apparatus

were investigated with optical

convertar

cooling water

ultrasonic generator

chamber

cooling woter

Figure 1 Schematic diagram of the ultrasonic reactor
The equipment employed in this research was 20KHz
ultrasonic generator, DG-2000 (Dejia Electron Equipment
Factory, Jiangshu, China). Ultrasonic irradiation was carried
out with the probe of the ultrasonic horn immersed directly
in the reaction dispersion system (Figure 1). During the
polymerization, cooling water was circulated to decrease
reaction system temperature, and constant N, purging rate
was kept.

2.3 Preparation of polystyrene/nano-silica composite
particles through ultrasonic irradiation
The polystyrene/nano-silica composite particles were

prepared according to the following steps. First, 1.0g of
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microscope, SEM, TEM, FTIR, thermogravimetric analysis
(TGA), differential scanning calorimetry (DSC) and X-ray
photoelectron spectroscopy (XPS).

2. Experimental

2.1 Materials
Nano-silica particles: 60nm, Zhoushan Nanomaterial
Limited Company, Zhejiang, China.

Styrene (St): AR, Beijing Fuxing Chemical Reagent
Factory, was washed three times with 10% aqueous solution
of sodium hydroxide, and distilled water to remove the
inhibitors, dried with anhydrous sodium sulfate, then
vacuum distilled. The sealed purified sample was stored at
4°C until required.

2,2’-azobis(isobutyronitrile)  (AIBN):
Chemical Reagent Factory, used as supplied.

Poly(N-vinylpyrrolidone) (PVP K-30): AR, Tianjin Jinyu
Chemical Reagent Factory, used as supplied.

Cetyl trimethylammonium bromide(CTAB): AR, Beijing

AR, Beijing

Chemical Reagent Factory, used as supplied.
Absolute alcohol (EtOH): AR, Chengdu Chemical
Reagent Factory, used as supplied.
nano-silica particles, 0.5g of SDS or CTAB, 10mL
deionized and distilled water were introduced into a 50mL
beaker. Then the nano-silica particles were pretreated under
the ultrasonic irradiation of 600W for 2.0h. Second, 10mL
of styrene, 0.1g of AIBN, 0.5g of PVP, 80mL of absolute
alcohol were added to a 250mL three-necked flask and
stirred into a transparent homogeneous phase solution. After
bubbling nitrogen through the reaction medium for 2.0h, the
pretreated nano-silica particles were added to the dispersion
polymerization solution and mixed under stirring at 150
rpm for 24h. Third, the mixed reaction system was
introduced into the reaction vessel, cooling water was
circulated to decrease reaction system temperature, and
constant N, purging rate was kept. Then the ultrasonic
generator was switched on and the dispersion
polymerization was subjected to ultrasonic irradiation of
300W for 3.0h. Fourth, the polymerized composite particles
with by

sedimentation-redispersion process, and the composite

were  cleaned ethanol a  repeated

particles were dried at 40°C in a vacuum box for 24h.
2.4 Characterization

Samples were removed at various times throughout the



ultrasonic irradiation and the monomer conversion was
determined gravimetrically.

Images of the silica beads alone and of the polystyrene
particles polymerized in the absence and presence of silica
beads were obtained from three different microscopy
optical microscope (OM, MINGCA1800),
scanning electron microscopy (SEM, Hitachi 4500), and

techniques:

transmission electron microscopy (TEM, JEM 100CX).

IR analysis of the samples was performed on a Nicolet
560 FTIR spectrometer.

TGA analysis of the samples was performed on
Perkin-Elmer TGA?7 instrument.

DSC analysis of the samples was performed on Seiko
EXSTAR 6000 instrument.

The C, N, O, and Si content of the samples surface was
determined by XPS performed on XSAM 800 instrument.
3. Results and discussion
3.1 Polymerization kinetics characteristic
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Figure 2 Monomer conversion and polymerization rate as
functions of reaction time
(a)PS; (b)PS/Si0, (untreated); (c)PS/SiO, (treated)

Specific amounts of reactants were subjected to ultrasonic
irradiation with a power output of 300W for 3.0 h, and the
reaction system was changed from faint opalescence at the
outset of the reaction to light milk white, then to milk white
at the completion of the polymerization. The monomer
conversion and polymerization rate as functions of reaction
time is shown in Figure 2. As seen in Figure 2, the
polymerization in the presence of unmodified nano-silica
particles has similar polymerization kinetics characteristic
to the polymerization in the absence of nano-silica particles.
This indicates  that

phenomenon encapsulating
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polymerization did not occur during the polymerization in
the presence of unmodified nano-silica particles, and the
polymerization process of St did not occur at the surface of
nano-silica particles, but for itself. On the contrary, the
polymerization in the presence of modified nano-silica
particles has  higher monomer conversion and
polymerization rate than those of the polymerization in the
absence of nano-silica particles. In the polymerization in the
presence of modified nano-silica particles, the conversion of
about 70% in 3.0h, and the

polymerization rate can reach the maximum in 35min. At

monomer can reach

the outset of the reaction, the system of polymerization of
St was homogeneous solution, and it took some time to
reach critical molecule chain length forming two-phase
system. However, the polymerization in the presence of
modified nano-silica particles was inhomogeneous system
at the outset of the reaction, and modified nano-silica
particles could become the nucleation centers. After
modified nano-silica particles with the surfactants, their
surface properties changed from hydrophilicity to
hydrophobicity. Then the dispersion polymerization of St
was easier to be initiated in the zones containing much
monomer and initiator, which formed surrounding the

nano-silica particles.

3.2 Particle size and morphology

From TEM and SEM micrographs the size and morphology
of the nano-silica particles were determined. As seen in
Figure 3, the nano-silica has size of about 60nm, and shape
of sphericity-like. Because the surface energy of the
nano-silica particles is very high, these particles tend to
agglomerate after dispersion. During polymerization,
nano-silica particles should be redispersed with ultrasonic

irradiation.

(a)
Figure 3 Micrographs of nano-silica particles
(a) TEM, (b) SEM



The polystyrene particles obtained by dispersion
polymerization are rather large (up to 1um) and can be
conveniently imaged using optical microscope and scanning
electron microscope. Figure 4a shows SEM picture of
polystyrene particles prepared in the absence of nano-silica
particles. Particles exhibit a regular spherical shape and
homogeneous distribution, which are characteristics of the
conventional polystyrene latex particles usually obtained
under the same experimental conditions. Compared with the
polystyrene particles prepared by routine heat initiation, the
polystyrene particles prepared by ultrasonic irradiation have
broader size distribution. Ultrasonic cavitations create a
very extreme environment, i.e. extremely high local
temperature and pressure, as well as heating and cooling
rates for chemical reaction. Local high temperature point
can create a nonuniform initiation process.

Let us now examine what kind of composite particles is
obtained in the presence of nano-silica particles. Figure 4b
is composite particles mixed directly polystyrene particles
and nano-silica particles. As seen in Figure 3b and 4b,
polystyrene particles and nano-silica particles exist
independently. Nano-silica particles tend to agglomerate
obviously. As seen in Figure 4c, when bare nano-silica
particles without pretreatment are introduced into the
polymerization medium, investigation of the morphology of
the resulting composite particles by SEM reveals that
polystyrene particles are covered with some small silica
beads and complete encapsulation does not occur. From this
observation, the nano-silica particles stay free during
polymerization and more or less anchor on the polymer
particles during the polymerization, but remained at the
surface because of their high hydrophilicity. On the contrary,
the surface of the polystyrene particles obtained in the
presence of pretreated nano-silica particles is smooth, and
no silica bead is detected on the whole surface of the
samples. An example is given in Figure 4d. These
observations can lead to the conclusion that, once modified
by the surfactant, CTAB, the nano-silica particles are
encapsulated in the polystyrene particles in the course of the
The

electron micrographs of polymer particles synthesized in

dispersion polymerization process. transmission
the presence of modified nano-silica particles are shown in
Figure 5. Because the composite particles have large size,

the electron beam cannot penetrate the particles effectively.
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As seen in Figure 5, few nano-silica particles are found
outside polystyrene particles, and the dispersion of most
nano-silica particles inside composite particles cannot be

seen distinctly.

(d)
Figure 4 SEM photographs of some kinds of particles
(a) PS particles; (b) mixture with PS and SiO,; (c) PS/SiO,
(untreated); (d) PS/SiO, (treated)

; oo
o

»

1000m

Figure 5 TEM photographs of SiO,/PS composite particles

3.3 FTIR analysis

In order to confirm the structure of SiO,/PS composite
particles, the IR spectra of SiO,/PS composite particles and
particles mixed nano-SiO, and PS are compared in Figure 6.
As shown in Figure 6, the two IR spectra are different. The
major differences are marked with three circles in the IR
spectra of SiO,/PS composite particles. These differences
show that SiO,/PS composite particles prepared through
ultrasonic induced encapsulation dispersion polymerization
had formed different structure from particles mixed
mechanically nano-SiO, and PS. In FTIR analysis, dose the
peak at 2364 cm™ probably belong to the gas CO, which

did not be remove completely as characterizations
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Figure 6 FTIR spectra of two sorts of composite particles

1000

(1) SiOy/PS composite particles, (2) particles mixed
nano-Si0O, and PS
3.4 XPS analysis
Figure 7 shows survey X-ray photoelectron spectra of the
sample of SiO,/PS composite particles obtained through

ultrasonic irradiation. The peak of binding energy of every

element is slightly shifted due to the change of environment.

The ratio of the atom number of C and Si (C/Si) in the
surface of SiO,/PS composite particles is determined from
the ratio of peak areas corrected with the empirical
sensitivity factors. The C/Si ratio in the surface of SiO,/PS
composite particles is 80/1, which is higher than that in the
bulk (~54/1). The results provide supporting evidence for

the polystyrene encapsulated nano-silica particles structure.
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Figure 7 Survey X-ray photoelectron spectra of SiO,/PS

composite particles

3.5 TGA and DSC analysis
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Figure 8 TGA and DSC curves of PS and SiO,/PS particles

(a) PS particles; (b) SiO,/PS composite particles

Figure 8 are the TGA and DSC curves of the SiO,/PS
the SiO,/PS

composite particles do not decompose before 300°C, and

composite particles. As seen in TGA curve,

the mass loss is very low. When temperature reaches to
300°C, the SiO,/PS composite particles start to decompose
until 450°C. The residual mass of the SiO,/PS composite
particles is the mass of SiO, encapsulated. The SiO, content
in the SiO,/PS composite particles is 7.41% that can be
calculated through the TGA curve. According to the ratio of
mass of SiO, and styrene (1/10) in the raw recipe, the
encapsulation ratio of SiO, is 66.7%. As seen in DSC curve,
the Tg of the SiO,/PS composite particles is about 100°C,
and the value is lower than pure PS particles. The result
shows that new structure formed in SiO,/PS composite
particles.

4. Conclusions

Encapsulation of nano-silica particles by polystyrene had
been achieved by dispersion polymerization through

ultrasonic irradiation, with the aid of a surfactant attached to



the nano-silica particles. The aggregation of nano-silica in
the reaction media could be broken down under ultrasonic
irradiation, and at the same time much monomer and
initiator surrounding the surface of the nanoparticles
through the attached surfactant were initiated. The primary
composite particles continued to seize more monomer and
initiator, and increased the molecular length wuntil
precipitating from the reaction media and forming sphere
particles with micron size. Using three microscopy
techniques, OM, SEM, and TEM, these composite particles
were characterized. The surface of the polystyrene particles
obtained in the presence of pretreated nano-silica particles
was smooth, and no silica bead was detected on the whole
surface of the samples. On the other hands, the FTIR and
XPS spectroscopies of the composite particles provided
another supporting evidence for the polystyrene
encapsulated nano-silica particles structure. From TGA and
DSC curves, some properties of composite particles could
be drawn out, including the encapsulation ratio of SiO, was
66.7%, and the Tg of the composite particles was about
100°C.
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Abstract — This paper presents the necessary elements to
manipulate kinematic applications for a PUMA 560 models using
a graphic simulation tool to present forward and inverse
kinematics methods. Besides an implementations and
applications to forward kinematic has been download through
prototype robot based on Dynamixel AX-12 servo motors. Hence
kinematics chains with six degrees of freedom are modeled and
solved. As promising results a platform to simulate on three
dimension space is presented as an important tool to verify the
movements programmed on the robot.

Index Terms - Forward and Inverse Kinematics Treatment,
Robot prototype mechanism, and Programming and 3D Simulation.

[. INTRODUCTION

Robotics area has been important grown on last decades.
Different kind of robotics mechanism has emerged to perform
a wide variety of task. Inside this developed, articulated robots
begins to play an important role on different applications, for
example; manufacture process, especial applications and
research and teaching process. The interest on develop of
these robots is supported besides on electronics and
computation grown. Particularly, computer graphics allow the
user to build realistic environments for every problem that we
wish. These changes could not be made at profitable costs and
timely results without the use of computer simulation tools,
since not only the robots, but also the environment must be
setup several times to the desired initial conditions to repeat
the experiment. Due to the process results, an original
environment could be non-reconfigurable without human
intervention (e.g. drilling a piece, moving parts to another
place). One solution to the depicted issue is to account on
graphical (morphological) and mathematical models to
determine the interactions between robots and its external
environment and then execute a desired task with intelligent
(reactive or planned) obstacle avoiding in the trajectory.

Actuality teaching and research areas of robotics are
based
on standard configurations such as the PUMA, STANDFORD
and SCARA because these contain the robotics fundamental.
Other inconveniences are the high construction costs to
account on one model. Therefore, simulation is a good
alternative solution to show the performance and testing of

978-0-9831693-1-4/10/$25.00 ©2011 IERI
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robots in real life through computer programs reducing
construction and development costs.

In this work we present two types of implementations,
initially, morphological models of the PUMA 560 robot is
presented inside a graphic simulation environment, because of
PUMA 560 is a manipulator under several industry
applications and research topics are based. Hence, part of this
work describes the necessary elements to get a 3D graphic
interface that simulates the PUMA 560 using numeric and
geometric methods to move the kinematic chain that represent
the mathematic model and showing applications for inverse
kinematic to paint figures and curves. On the other hand, a
prototype for this robot has been developed using dynamixel
servo motors to test kinematic solutions. An articulated with
three degrees of freedom (DOF) was build to test forward
kinematic applications.

This work will be presented as follows. In section II, the
main structure for PUMA 560 is described. Next, in section
III, joints characteristics and the problems of forward and
inverse kinematic is presented. In section IV, we describe a
graphic user interface for a tree dimensional environment to
simulate the PUMA movements. Prototype for an articulated
robot with four DOF is shown in section V. Finally in section
VI conclusions and work in process is discussed.

II. THE PUMA 560 STRUCTURE

A robot is a servo controlled manipulator that made various
programmed tasks. A robotic arm is the constituted by a
kinematic chain which is a set of rigid bodies (links) attached
to articulations (joints) that permit the relative motion between
two elements [8] and [7]. In the kinematic chain the links have
parameters such as weight, inertia, and size, among others.
The joints have features of articulation type and DOF.

The PUMA 560 robot has six links and six DOF (rotary
type joints in function of an angle 0). The first three DOF are
located in the arm which allows determining the robot
position. The following three DOF's are located in the end
effectors to provide orientation, Figure 1. shows the physical
constitution of this model and Table 1. the extent to which
each articulation account.

A. Joints
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The essential characteristic of a joint is that it permits
some degree of relative motion between the two segments it
connects. Modeling real joints can be very complex, since the
motion limits depend on many factors, especially in the
articulations of living organisms, and particularly, the human
body [1]. Moreover, joints may be dependent on each other,
especially in living organisms. This coupling (of motion and
limits) can be integrated directly in the body definition, with
the concept of joint group [1], or at the application level, with
kinematic constraints resolved by an inverse kinematics
engine (for example, the scapulo-thoracic constraint [5]).
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Fig. 1 Links and joints for PUMA 560 Structure.

TABLE I

MOTION LIMITS FOR SIX DOF FOR PUMA 560
Joint Range (degrees)

1 -160° — 160°

2 -245° —  45°

3 -45° — 225°

4 -110° — 170°

5 -100° — 100°

6 -266° — 266°

B. Ball-and-Socket Joint

A ball-and-socket joint owns three rotational degrees of
freedom. Hence, it is the most mobile of the purely rotational
joints. It allows an axial motion (or twist) of the segment (one
DOF), as well as a spherical motion (or swing) that determines
its direction (two DOFs). Ball-and-socket joints are used to
model articulations such as the human shoulder and hip.

II. KINEMATICS PROBLEMS

The kinematics is the science that studies the movement of
bodies (is a matter of robotic structures mechanically multi-
jointed) [4]. To set the locomotion on the robot kinematics it
is necessary to solve two problems, the "forward kinematic
and inverse kinematic". The first problem consists on
determining position and orientation of the final end-effector
for the robot respect to a coordinate system reference,
knowing the joint angles and geometric parameters. The
second problem concerns the configuration to be taken by the
robot for a position and orientation (configuration) determined
from the end effector [3].
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A. Forward kinematic for PUMA 560

The mathematic representation for a kinematic chain is A;
Ay Az ... A, asetof nelements, and i that 1< i < n, where
the element A; is connected to element Ai.;, so any motion of
Ais11s given by A; [8].

Forward kinematic solution on a kinematic chain can be
defined as a sequence matricial of multiplications from base
frames to end effector frame, in order to obtain the position
and orientation of this last element and is defined as follows:

T=A; A, ?A;... ™A,

Where n represent the number of joints used and end effector
and A is the matrix representation for ball-and-socket joint:
-8

C,C. C,S. 5, 0
58,0 = S, 5,8,8.4C,C. .0, 0
Co8yC: +5:5, (285, - 5:C; C:Cy 0
Iy Iy I; 1
&)
Where X, y and z are the rotation angles respect to X, Y and Z
axes respectively [6]. Tx, Ty and T; are the offset vector
between current articulation and its predecessor one.

The morphology to every articulation for PUMA 560 is
represented using a rotary joint, hence, for this work six ball-
and-socket joints were used to represent the joints, taking
account only one DOF for this kind of join. Because of the
PUMA 560 only has six DOF, the matrix multiplication
sequence will be:

-;lh'_._.,: (6._;-. HJ’,. G:) =

T="A1 A %A .. %A

Inverse kinematic

To achieve a desired end-effector position (Pyx, Py, Pz)
relative to the base frame by means of an articulated
movement of the robot joints (qi,d,,03), we have to find an
inverse mapping relating both sets of variables. Also, we have
to consider the effect of robot configuration parameters such
as links lengths and offsets (e.g., ; and |; in Fig. 2) for proper
calculations.

A.

Joint 2

End-Effector

Fig. 2 Kinematic chain parameters for inverse kinematic problem.

As mentioned above, we obtained this mapping, commonly
known as the Inverse Kinematics (IK) using a geometric
approach. This method involves the planar projection of robot
lengths and angles to obtain useful relating triangles in the 3D



space. In order to calculate the first joint angle, let us consider
some auxiliary variables:
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Thus, the first joint angle can be computed as:

)

To obtain the second joint angle, the following auxiliary
variables are used:

rr
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g = kll‘('T.ﬂIl(M}
-
By = m‘(‘t;ul(:‘;111":_)’2
cos (3
Where cosdy = [3+ R?— (I3 +a3)]/2LR and by
trigonometry relation, 2 = +4/1 —cos? G2 sin thus,
the second joint angles can be calculated as:
g = as + B 3)

For the third joint the geometric relations used are:
3
3

sin gy
arctan
COS (g

arctan

[az]
Where cosds = [I2+ (124 a2) — R?/215\/12 + a3]
and by trigonometry relation sings = —y/1 — cos? ¢3
Finally, the third joint angle can be computed as:

gz = (%) — (3 — 33) 4)
Evidently, this geometric analysis is somewhat complex
although there are only 3 DOF. Expanding to more degrees of
freedom would turn calculations more complex and harder to
compute, but for now we will not tackle that issue.

.'j_-;

II1. SIMULATION ENVIRONMENT FOR KINEMATIC PROBLEMS

The Graphic User Interface (GUI) for PUMA 560 was
supported on GEMPA environment [2]. Hence, simulation
environment for kinematic problems on PUMA was
developed under C++ language with OpenGL Library.

A. Functionalities

Important elements behind this developed must be
mentioned. As it was described in previous sections, forward
kinematic needs six angles as input parameter. However, this
values can be set by the user or can be generated from inverse
kinematic process. So, there exists a natural relation between
forward an inverse kinematic. On the other hand, inverse
kinematic parameters can be set form the user or can be
computed since PUMA kinematic application.
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For this simulation environment, 3D visualization must be
supported on matrices transformation that is applied on
PUMA geometric model.

B. Navigation Tools

GUI is provided of navigation options through the mouse
control to allow user operations such as translation, rotation
and zoom effects on the 3D environment. Besides, the
interface has been divided in three sections. The 3D
visualization scenario; forward and inverse kinematic control
interface; and PUMA kinematic applications interface.

The 3D visualization scenario. Here, PUMA 560 is
painted using a 3D environment. Each link is painted using
different color, reference frame (X, Y, Z) is included for every
articulation so the user can see rotation reference between two
consecutive joints. Besides, global reference frame is painted
using green color for X - axes, blue color red for Y - axes and
red one for Z - axes. On the other hand, values for inverse
kinematic parameters are shown when inverse kinematic
process is running. This features of visualization scenario can
be seen in Figure 4.

Forward and inverse kinematic control interface. A
window tool is presented to allows the user iterate with
forward an inverse kinematics processes. To manipulate
forward kinematic parameters, the tool offers movement’s
bars to allow the user determine the values for every
articulation performing this operation and its visualization on
real time. Movement range is restricted to Table 1. Figure 4
presents different position for PUMA model. Below forward
kinematic control, a little section to set the inverse kinematic
parameters is included, there the user can capture o modify the
(x,y,2) position of the end effector. Application result will be
presented in next section.
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Fig. 4 GUI Model Diagram to Kinematics Operations.

PUMA Kinematic Applications. Initial kinematics
applications were developed to test the forward and inverse
kinematic process. A window tool is presented to allow the
user to choice what kind of figure wants to paint. Figure 5.
presents the GUI window interface proposed to select the
figure to be painted and to set parameters to move the robot.



Besides, ranges for each join in PUMA 560 can be painted
through this window, as it is shown in Figure 5.

Fig. 5 Operations Ranges for PUMA 560.

IV. PUMA PROTOTYPE

Forward kinematic applications were tested and simulated
on graphic environment, but as a important tests were
implemented on a physical prototype for a kinematic chain
with four DOF. Hence, the project includes the design and
built for an articulated robot which is supported on Dynamixel
AX-12 servomotors.

Figure 6. presents the structure and morphology for
articulated robot. Distances links and articulation positions
can be identified. It is important to mention that each
servomotor has been initialized and of course each one has a
different operation range (restricted to Table 1). Subroutines
capable to perform forward kinematics through programming
servomotors were implemented.

Hence, a set of sequences can be send to servomotors to
move the robot and simulate the end effector change its
configurations from initial value to end value. In Figure 7. two
illustrations where articulated robot is placed in different
configurations (initial and goal configurations).

a3
17.5em

a2

10.5em

18.0em
End effector

Fig. 6 Prototype representation for articulated robot with 4 DOF.
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Init configuration

Fig. 7 Articulated robot moves from initial configuration (left side) to goal
configuration (right side).

V. CONCLUSIONS AND WORK IN PROGRESS

This paper describes the use of graphic and geometric
techniques to support the computation of forward and inverse
kinematic problems. These techniques were implemented on
PUMA 560 robot, a kinematic chain with six DOF. The
implementation became successful and application results
were presented in section III. Besides, implementation to
forward kinematic was tested on a prototype robot based on
Dynamixel AX-12 servomotors using four DOF. Even though,
there exist many applications to kinematic chains and graphic
simulation environments, this proposal tend to grown until
supporting methods capable to solve the inverse kinematics
problem to n-DOF. Hence, this work represents the essential
platform to propose news challenges about inverse kinematic
applications. Actually, the Advanced Computer Perception
and Automation Lab is working on developing algorithms to
solve for kinematic chains with more than six DOF.
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Abstract - In this paper, it is investigated that the resilient
robust Heo controller design for nonlinear time delay discrete two
dimensional (2D) systems in the second FM model, the nonlinear
function of systems satisfies Lipschitze condition, based on the
robust stability theorem, firstly a sufficient condition of the
resilient controller existence is established; then the designing
controller which have additive and multiplicative forms are
obtained by the linear matrix inequalities(LMI) theory. The
designed state feedback controller guarantees the closed loop
system is stable and impuls free for time delays and
disturbance,which has optimal Hoo performance norm, last a
numerical example is provided to demonstrate the effectiveness
of the proposed method.

Index Terms - 2D discrete system;resilient control; Hoo; LMI..

1. INTRODUCTION

In the past decades,discrete linear repetitive processes have
been applicated in many areas,such as image processing and
transmission,thermal processes,gas absorption,etc.Attempts to
control these processes using stadard systems stability theory
fail,precisely because these approaches ignor their inherent 2D
systems structure.A long time the 2D linear discrete systems
extensively studied by many researchers[2-15].From
Hinamoto[1]first appllied the 1D Lyapunov stability theory to
the 2D systems and filtering analysis, so far, many results have
been reported in the literature , [3,4,5]LTrinh H and DU C,
etc.presented robust and real positive control problems for 2D
difference systems. Recently,the robust control problem has
drawn a great deal of researchers interests,much more
significent results have been obtained for the continuous time
2Dcase and discrete 2Dcase[7,12].The guaranteed cost control
problem for 2D discrete uncertain systems in the ROESSER
model has been considered[6,9,10], furthmore,the 2D disrete
systems stability discribed by the FMLSS (Fomasini-
Marchesini second state space model) have been investigated
extensively[1,7].

The Hoo norm of the system transfer function from the input
noise and disturbance to the output is one of popular
performance measures in systems control theory.Chen S.
F,etc.[9,10,14]discussed Hoo filtering control for uncertain 2-D
systems, Up to date,the problem of resilient robust Hoo control
for 2D discrete delays systems with nonlinearities and
dynamics perturbation has not been fully investigated that the
designed nominal controllers should be capable of tolerating
some level of controller gain variations,Both Hoo control and
resilient control are more successful in solving 2D delayed
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nonlinear systems control ,this paper deals with the control
problem of 2D discrete nonlinear delay systems, which
discribed by FMLSS model. In this paper,a sufficient condition
of resilient controller is presented,then designed the state
feedback additive and multiplicative controller based on the
LMIs.

II. PROBLEM FORMULATION

Consider a class of uncertain nonlinear 2D(FMLSS model)
delay system,discribled by the following equations:

w(i+1,7+1) = Az(,j+1)+ Az(i +1,7) + A f(x) +
Aa(i—t,j+ 1)+ A x(i+1,j—t)+ B w(,j+1)
+B,w(i +1,7) + B, u(i,j + 1)+ B,u(i + 1, j),

2(i, 7) = Cx(i, j) + Dw(i, j).

where z(4, j) € R", u(i, j) € R" represent the state and control

(M

input respectively, (4, j) € R” is control output, w(i, j) € R? is
disturbance input,which belongs to L, {[0, 00),[0, oo)} ,t,,1, are
unknown positive interger time delays,
AI’A'Z7A37Ald’AZ{]’Bll’Bl?7BZI7B22’C’D
dimensions constant matrices.

In the system (1),the function f(x) is a class of generalized

Lipschitze nonlinearities,satisfies:
Assumption 1:

f) = flati+1,5),2(6, 5+ 1), 2(i + 1,5 — tl),;z:(i —t,]+ 1))
There exist constant matrices

are appropriate

H,H, H, H toall z,z, 7,7, €R",the function f(x)
satisfies
Vo mn s sl e o] o

It is assumed that the system(1)has a set of initial condition

and exist two positive interger [ ,l, numbers, such that:

x(i, j) = O,Vi> 1,5 = —t,,—t, +1,...,0
x(i, j) = 0,Vj > 1 ,i=—t,—t +1,...,0
Definition 1 For the 2D system (1),designed the state feedback
resilient controller which to be of the form:
uli, j) = [K + AK (i, 5) 4)
K is the controller gain , AK is gain variations and two forms

will be considered:
a) Additive controller gain variations:

©)
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AK =J F(k)E , F'(k)F(k) <1 (4a)
b) Multiplicative controller gain variations:
AK = J,F(k)E,K ,F"(k)F(k) <1 (4b)

where J,J,, E , E, are know real constant matrices.
Definition 2 For the 2D system (1) and the designed
resilient controller(4),which have the follow performances:

l.when w(i, j) = 0 ,the closed-loop system is asymptoticaly

stable.
2.Given scalar v > 0 and system (1) zero initial condition,

there exists "z(z, ])"z <5 "w i,7 2,WhiCh
2(i ]+1)
o -3
+1)
||wl']|| _ZLUZ/O zilj)

For this paper,in the following we introduce a Lemmal
Lemmal 1:[Schur complement] For a given matrix

Sll
S
then the following conditions are equivalent:

1 S<o, 2) S, <0,8,—5,5,S;, <0.

7711 127722

S = *lwith $, =8", 8, =50
22

III. rOBUST H - PERFORMANCE ANALYSIS

From system equation (1) to (4),it follows that the closed-
loop system

2(i+1,j+1) = Az(,j+1)+ Az(i+1,5) + A f(x) +
Aai—t,j+1)+ A2 +175—t,)+ B wj+1)
+B,w(i+1,7),
2(1,J) = Cz(i, 7) + Dw(i, 7).
where A = A + B, [K + AK|,A = A + B, [K + AK]
In this section, we present a sufficient condition of the
resilient robust Hoo performance control for the system (5).

Theorem 1: Consider the 2D discrete system (5),if there exist
scalar 0<a<l , >0 , ~v>0 positive definite

matrices P, M, M, € R™" and matrix K e R™" such that

inequality

)

o, AP XpA, Apa, Tpa

« Q AJPA, ATPA, A'PA

* 0k Q,  ALPA, A PA
S =% * * Q4 AZTdPAd —

* * * * Q

* * * * *

* * * * *

B'PA +C"D B'PA
B"PA, B!PA, +C"D
- B} PA, B,,PA, <0 (6)
Bl PA, BLPA,
B'PB, +D"D—~1 B'PB,,
* B"PB, +D'D—~I

here Q = ZITPZI —aP—M, + €H1TH1 +C'C
Q, =A'PA —aP—M,+eH H,+C"C,

Q, = Aly(;'PAld - M, +€H§‘H3
Q, = AszPAzd - M, +€H4TH4
Q= A,STPA,3 —el

holds for all state delays,then the closed-loop system is
asymptotical stable ,and the controller (4) is a state feedback
resilient Hoo controller for 2D system (1).

Proof: firstly,we define Lyapunov function as follow

V(a(i, ) =V, (2(i, ) + V, (2(3, j)

TG )Pali )+ S

I=—d,

Ha" (4, j)aPx(i, 7) + Z

=4,
It is obviously V(z(4,5)) > 0, when w(i, j) = 0 ,taking the
Lyapunov function difference along any trajectory of the
closed loop system (5) with inequality (2) is given by

AV(i+1,j+1):Vl(x(iJrl,jJrl)+V2(x(i+1,j+1)
V,(ali j+ 1) =V, (a(i +1,j)

o' (i + 1 M x(i + 1, 5)]

(4, + DM (i, j +1)] @)

— 1T

AT T ~
Al (A Q 0 0 0 0
Al J « Q 0 0 0
<EGD||Ay | PIAL] +]x o+ Q0 00 0)|1E7(04) ()
A’sz Td ok % Q) _O
A‘ST A‘ST ok ox k()
Here
2(i+1,7—1,), f(%)]
Q =-aP—M, +cH'H
Q, =—aP—-M,+eH/H,Q, =-M +ecH H,
Q,=-M,+eH/H,,Q =—

From inequality (6),by schur complement,we can obtain
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|
=

AT [e 0 0 0 o
ATl AT |+ ©, 0 0 0
ALl PIAL |+ + * Q 0 0[<0 )
Asz Asz x ok x Q , 0
AST AJT * ok ok ox O

then it follows from the inequality (8) that
AV(i+1j+1)<0 (10)
So the system (5) is asymptoticaly stable.

Next we will give the Hoo performance 7y analysis,

considering the disturbenc input w(4, j) € R? and control input
u(i, j) = 0,we have

,l,
X, & 2(4, 7 +1)| |2(6,5 +1)
Joo: AV(i+1Lj+1)+] . . . .
22 A1) |+ +19)
o @i, j+ 1) |w(ij+1) x| &
— S 11
v wit+ 1L 5| |w(@+1,7) ;;5 ¢G.g) an)

here  &(4,7) = [#(i, j +1),2(i + 1, 5),2(i — ¢, j + 1),
2(i+1,7—1,), f(%),w(i; j +1),0(i + 1, )]

By LMI (6),it can be obtained the equation (11) J <0.
Using system initial condition (3),we can derive

S Y ”“)

w(i+1,7)
Which has "z(z j)||2 <A ”u)(i, j)||2.

This completes the proof of the Theorem1.
Now, we are in a position for the solvability of the robust

Z]+l

12
2(i+1,7) (12)

resilient /__ performance control of the proposed problem.
Theorem 2 :For 2D discrete system (1),if there exist positive
scalar « > 0,6 > 0, v >0 matrix X € R™" and symmetric
positive matrices P, ./\21,1\7[2 € R™ such that the following
LMI (13) holds,

Q]l 912 Ql3
* Q, 0]<0 (13)
* *  Q

33
then the system (5) has a state feedback suboptimal
H__ resilient controller (4) with respect to the additive gain

variations:

A'P+B/X H 0 0 0
A'P+B)X 0 H, 0 0
0 AleIi 0 0 H, 0
. AP 0 0 0 H,
AP 0 0 0 0
0 0 0 0 0

pc" 0 PBJ, 0 PE 0

o prPC" 0 PB,J, 0 PE

0 0 0 0 0 0

Q,=| 0 0 0 0 0 0

D" 0 0 0 0 0

0o D' 0 0 0 0

0 0 0 0 0 0

Proof: according the Theorem 1 and repetitive applying Schur

complement,the inequality (6) can be rewritten as
Qll (_2 Ql'&
x 01]<0 (15)
)

33

here 5_211 = —diag[P,aP,M],MQ,72],72]]

0, = —diag[P,el,el, el el
Q,, = —diag[l,1,1,1,1,1]

A"+K'Bl H 0 0 0
A +K'B, 0 H, 0 0
_— g 0 0 H, 0
b A, 0 0 0 H,
A! 0 0 0 O
0 0 0 0 O

pc" 0 PB,J, 0 PE 0
o pPC" 0 PB,J, 0 PE
0 0 0 0 0
Q,=| 0 0 0 0 0
D' 0 0 0 0
0o D' 0 0 0 0
0 0 0 0 0 0

Now, pre-and post-mutiplying both side of inequality (15) by

u(i, j) = (XP™" + J,FE)x(i, j) (14)  diag[P",...,P"",1,...,I], and denoting

here Q, = —diag[P,aP,M,M,,~*1,7*I]
O, = —diag[P,el, el el el]
Q,, = —diag[I,1,1,1,1,1]

P=P"' M =PMPM,=PMP,X=KP
we can obtain inequality (13).

This end the proof.
In addition, by solving the following optimization problem:
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: 2
min 7y
o, P, iy X

s.t.(13)

We can obtain a state feedback resilient controller such that the

(16)

H__ attenuation norm <y is minimized, and the controller (14)
is said to be the optimal H_ controller for the 2D system (1).
Remark: 1. In the inequality (13) we substitute J,, E, for

J,,E, ,which have the multiplicative controller form
u(i, j) =[I+J,FE,1XP"'x(i, j) .
2.The results proposed here are static independent of the
delays,The approach of this paper can be applied to the
discrete uncertain 2D systems with unknown time varying
delays.
Numerical Example

Conside the 2D discrete nonlinear delays system (1) with
parameters as follow:

0.3 0 02 0 0.1 0

A=l02 01 o1 02l o2 02

0.0l 0 0.02 0
¢ 10  0.01 Ay = 0 0.01]

5 0.2 5 0.1 5 0.1 5 0
L0.04 72 70042 o P27 01

c :{1 1],D =05

J, =0.12,J, = 0.15,E, = —0.LE, = 1.0
The nonlinear function f(x) satisfing assumption 1:
— 1 -1
H
0 O 0 O
Applying the methods proposed in Theorem 2,and solving the
optimization problem (16) by the LMI toolbox of Matlab,we

can compute an optimal solution as:
a=0.35,¢=10.095, v = 0.8650 , the additive controller

gain K =[-2.1895 —6.1907], the multiplicative controller

H =H, =

gain K =[—2.2546 —5.9975].
Assuming LMI (13) J =J, = E = E, =0 the designed
K =[-2.8167 —8.0570] , H

the

control
performance norm decreased 13%, which the design approach
of this paper is effective.

controller and the

performance norm 7y = 0.9946 |, resilient

IV. CONCLUSIONS

This paper considered the design problem of resilient
robust Hoo performance controller for a class of uncertain 2D
discrete systems with time delays. By linear matrix
inequalities(LMIs) approach and matrix Schur complement, A
sufficient condition of the existence of the state feedback
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robust controller is established. Then a suboptimal resilient
controller is obtained, using the proposed method and system
transformation, an optimal controller could be solvable. Then
given a numerical example to demonstrate the proposed
design method is effective.
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A Forecast Model of the Speed Change of
Tornado Based on Function Singular Rough
Sets

Wei,Ling-ling
(Department of Computer of JiangXi BlueSky
University, NanChang JiangXi 330029)
E-mail:rainweiling@163.com

Abstract: The Tornado speed is estimated
according to its path length and width, but sometimes
the information detected by the Dopper radar has
shown the fact that there are not directly relation
between the speed rank of Tornado with its path
length and width. Although the forecast of the speed
rank is accurate, the Tornado speed may change
owing to various influences from some unknown
factors. The Rough Sets is a new and effective tool for
dealing with uncertain knowledge, and singular rough
sets is the extension of Rough Sets. In this paper,
based on function singular rough sets a forecast model
of the change of Tornado speed is presented in the
complex condition.

Keywords: Function Singular Rough Sets;
Tornado; Path Length; Path Width

. Introduction

It is application widely in many domains
from the mathematician Z.Pawlak of the Poland
put forward the rough sets in 1982. Because the
sets X (X] U) is considered a static state in
rough sets, but there are many dynamic data sets
in the real word. So Shi Kai-Quan professor was
put forward the conception of singular rough sets
in 20024 the sets X (X1 U) is regarded as
dynamic that there are one direction dynamic
X=Xe or two direction dynamic X=X" in the
singular rough sets. In the static-dynamic frame
of sets, the rough sets of Z.Pawlak is special
example of the singular rough sets, and singular
rough sets is common form of it. In the system
of fact application, it have some outside
interferential factors that it can not forecast in
advance, but can forecast the influence of the

978-0-9831693-1-4/10/$25.00 ©2011 IERI
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system will tend towards when its happen. In
this paper, it is use a real example that forecast
of tornado. There are known that the damage
degree is related with the intension of the
tornado, and the intension of tornado can be
estimate by maximum wind power, path length
and width. It may change the rank or intensity of
the tornado because of the influence of other
unknown factors. If it is forecast the rank and
intensity by apply with the theory and method of
rough sets in the static state, it is very difficult to
obtain the satisfactory forecast result. Therefore
it is put forward a new method for the tornado
forecast, the method is research the rank and
intensity of tornado by use function singular
rough sets in this paper.

. Conception of Function Singular Rough

Sets

Before it is introduced some symbols that
will be use below :Function equivalence classes
[ux)] denoted as [u],Function u(x) and
v(x)denoted as u and v  Function domain
D(x)denoted as D, Function sets Q(x)
(Q(x):{u(x)l,u(x)Z,...,u(\x)m}i D (x)) denoted
as Q (Q:{ul,uz,...,um}I D). Function singular
sets are classified function one direction singular
rough sets and two direction singular rough sets.
A
sets

the Function one direction singular rough

Definition 1: Let D is function domain,
Q:{ul,uz,...,um}‘I D is function sets, if it has
andvArQ v turn to

in action of it is called

function move of D, and F={f.f,,....f} is

MIME2011
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called a function move family of D; or $vi D,
vl QP f(v)=ul Q. .

Definition 2: Let Q | D, if
Q°=QE{v\ Dv I Q.f(v)=ul Q} then Q° is
called the one direction singular function sets of
the Q, and Q' is called f-expand of the Q and
that Q"={uvi DT Q.f(v)=ul Q}.

B. the Function two direction singular rough sets
Definition 3 : Let D is function domain,
Q:{ul,uz,...,um}‘I D is function sets, if it has
and vArQ v turn to
in action

f1F that made u; turn to f(uj) =V FQ
in action o f is called

function move in domain D, F={fy,f,,...,f.}

F :{fl’ fz""’ f“} are called the function

move family in domain D; or

$vi D,VT- QP f(v)=ul Q,

$ul Qb Tu)=v,FQ
Definition 4: LetQi D, if

Q*=QE {v|vi D,VT- Q.f(v)=ul Q},

Q'=Q- {u|U| Q’ f(u):urQ}thenQ*
is called the two direction singular function sets

T -
of Q; Q is called f-shrink moreover

Q" ={ujul Q, Ty =vFQ}

Forecast of the Tornado

A. the estimate of the rank of wind speed

According to the character and trait of the
history tornado, scientist estimated the damage
degree is related to the intensity of tornado that
decision by the most wind power(Vm) path
length[L] and width[W]®. Fujita was divided
path length and width into six grade and denoted
as 0~5, which is called Fujita grade (eg tablel).

Tablel Fujita grade

Grade(F) | Most wind speed(Vmax) | Path length(Pl) | Path width(Pw) | damage grade
FO 18.0-32.2m/s 0.6-1.5km 5-15m light destroy
F1 32.3-50.1m/s 1.6-5.0km 16-50m middle destroy
F2 50.2-70.2m/s 5.1-16.0km 51-160m Large destroy
F3 70.3-92.1m/s 16.1-50km 0.2-0.5km severity mar
F4 92.2-116.2m/s 51-160km 0.6-1.5km truculency mar
F5 >116.3m/s 161-507km 1.6-5.0km uncertain destroy

And there are below relation form:

L=1.61*10"""2 (km) (1)
W=1.61*10""5"2 (km) (2)
Vinax=6.30*(F+2)¥2 (m/s) (3)

Where F is determined by the surface wind
speed Ve, Pl and Pw is determined by the path
length and width of tornado. It can calculated the
F Pland Pwby formula 1 2 3

Note: Sometimes the information returned
from the Doppler radar are showed the path
length and width, according to Fujita-grade

calculated there are distributed in different grade.

In this case, we consider all possible values
taken to estimate the maximum grade of tornado.

B. The forecast of the rank change of wind speed

Let [u] is function equivalence classes of
a-and [u]={uy,uy,...,Un};a is attribute sets of
[, and a={anaz....ax}h if
a*={avaz..-awaks,-.-.ak+ ythen the [u]turn to

[ul’,and [u]'={us,Us,...,un} 1 {UsUs,...,unm}=[u]

or if card(a) card(a®) then
card([u]”) card([u]), and attribute
awake2--.aky are  called  confounding

attributes, confounding factors are inevitable in
the weather forecast.

Here are the one direction function singular
rough sets in the change of wind speed rank..Let
T is system for the wind speed rank forecast of
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tornado. And it have attribute  sets
a={auaz---.ax};the behavior state of T can be
donate by ug,Uy,...,un; and that make up of the
a-function equivalence classes of [u],
and [u]={ul,u2,...,um} (@)

Where u; [u] is the behavior state of the
jth subsystem of T, u;at the time [t;,t,] is a data
form on:

U={Uj,Uj 2, Ujn} ©)

u, jthatu;is aeigenvalue of at t; utnl-
From the above formula (4)and (5) is
obtained data point row:

(1,y0),(2,y2),...,(n,y,),where
y,=au il 02,.,n),p=12,..n
k=1

By Lagrange interpolation function P(X)

n+l

[ ~ X- X
PX)=ay,0O -
=t g Xt

Gained

P(x)=a,x"+a, X""+..+ax+a, (6)

Formula (6) is a rough rule of prediction
system of tornado with wind speeds , Because
the wind speed rank may be effected by other
environmental factors, made at any point t,
attribute sets a turn to
a*={a,a,,...,axak1,- .-k« },and a-function
equivalence classes [u] turn to[u]* of the system
T,and that [u]*={ul,u2,...,uk+l }

()

From above can be find
card([u]*)<card([u])
change from P(x) to Q(y),

Q(y)=b,y" +b,_,y" " +..+by+b,.

Where Q(y) is the change rank and intensity

system T rough rule

of the tornado that at confounding of attribute
sets {ak+1,8k+2; - - -8k }-
Conclution
In this essay, it is forecast the tornado
change at the influence of unknown factors by
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use function singular rough sets. It is taken the
unknown factors as attribute joined with the
known factor as attribute in forecast, and
forecast the trends of the tornado once again, so
it can better hold the extent of disasters caused
by the tornado. From the characteristics of
function S-rough sets, in addition to the weather
forecast, it is very broad application prospects,
for medical care, the use of products and so on.
References:
[1] Shi kai-quan,Cui yu-quan. Singular rough sets and rough
decision[M].BeiJing:science press,2006.(in chinese)
[2] Wang feng-yun.,application analysis of single Doppler
radar image[J].Journal of Tropical
Meteorology,2003,(3):1-12.(in chinese).
[3] Liu qging,rogh sets and rough Reasoning[M].Beiling:
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[4] Shi kai-quan.function rough sets and system law mining

[J]. computer science,2005,(8A):1-3.


http://www.go2pdf.com

2011 International Conference on Mechanical, Industrial, and Manufacturing Engineering

Lecture Notes in Information Technology Vols. 1-2

Dynamics of a system of two nonlinear difference
equations

Qianhong Zhang

Guizhou Key Laboratory of Economics System Simulation
Guizhou College of Finance and Economics
Guiyang, Guizhou Province 550004,.China

zgianhong68@163.com

Abstract - In this paper, we study the global behavior of
positive solution for a system of two nonlinear difference
equations

X _ Yn

X
- kn ’ yn+l: k

A+Z 3 Yni B +Z b Xy
wherek €{0,1,2,---,}, A,B,a,,b € (0,0) ,
XXy €[0,0), Y -0y, €[0,0).

We prove the unique positive equilibrium is globally attractor
but unstable.

’ n:011,21.."

n+1

Index Terms - Difference equation; Global attractor; Unstable

I. INTRODUCTION

In this paper, we investigate the global behavior of
solutions of the following system

X Yn

X
== Y= —

A+D Ay
i0

,n=0,12,---, (1)

n+1

and
A,B,a,b €(0,0), ke{0,1,2,---,}
The initial conditions
Xy Xy €[0,), Yoo Ya €[0,);

Zk:aii(k —1)<1x,,Y,€(0,0).

i=0
InSys.(1) if A=B;a =b;Xx, =Y,, thenSys.(1) can
be rewritten as the following difference equation

O]

X, =—4—,n=012,-, ©)
i A+Zk:aixn,i
i=0
where
A a €(0,0),ke{0,1,2,--} (4)
The equilibria of Eq.(3) is the solution of the following
equation
X =—2—,
A+ ax
i=0
So X =0 is always an equilibrium, and when
A<l ®)

Eq.(3) has a unique positive equilibrium

978-0-9831693-1-4/10/$25.00 ©2011 IERI
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X =LA
24
i=0
Kocic. et al.[6] have studied the stability of all positive
solution of Eq.(3) under certain conditions. We summarize the
results as follows
Theorem 1. [6] Assume that (4) holds. Then the following
statements are true.
(i) Assume that A <1. Then every positive solution of Eq.(3)
decreases zero.
(ii) Assume that (5) holds. Then Eq.(3) is permanent.
(iii) Assume that (5) holds, and one of the following three
conditions is satisfied:

k
(a) ZaiYk <1.
i=0

[

Kk
(b) D axk<l+aX:

i=0

) Zk:aii(k ~1) <1,

Then X is a global attractor of all positive solutions of Eq.(3)
If n=-k,—k+1,---,, then Eq.(3) becomes to

Xn —

n+1 = A+agX, 1n - 0!1!“'1

which also has been investigated in [3], and whose global
behavior of solutions is described as follows.

X

(6)

Theorem 2.[3] Assume that (4) and (5) hold, then the unique
positive equilibrium X of Eq.(6) is globally asymptotically
stable.

Furthermore, in 2007, L. X. Hu and W. T. Li [10] have

investigated an open problem [6], i. e., Let A & €(0,),
i=0,1,---,K. the global asymptotical stability of the
equilibrium points of Eq.(2) with positive initial conditions.
Other related results can refer to [1,2,4,5,7-9].

Motivated by above discussion, we study the global
behavior all positive solutions of Sys.(1) under certain
conditions.

A pair of sequences of positive real numbers {(x,,y,)}
that satisfies Sys.(1) is a positive solution of Sys.(1). The
equilibria (X, ¥) of Sys.(1) is the solution of the following
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equation

X )

A positive solution {(x,, y,)} of Sys.(1) is bounded and
persists if there exist positive constants M, N such that
M<x, <N, M<y <N, n=-k,—k+1,---,

Il. MAIN RESULT

In this section we study the global behavior of positive
solution of Sys.(1).

Theorem 3 Considering the system of difference equations
(1). Then the following statements are true.
(i) Assume that (2) holds and

A<l B«<l1l (8)
Then Sys.(1) has a unique positive equilibrium (X,y) with
X=ie, y=it
> 2a
i=0 i=0

(ii) Every positive solution converges to the unique positive
Equilibrium (X,Y) as

A+aﬂy

Xt = <L <X,

yn+1 B+b0x
Proof. (i) Let (X,Y) satisfy (7). By simply calculating and
noting (8) we have

X=ie, yoih
2b

i=0 i=0

n—oo.
<—< Ya

from which it follows that (X, y) is a unigue positive
equilibrium of Sys.(1).This completes the proof of (i).
(i) Let (X,,Y,) be a positive solution of Sys.(1). Set

[, =liminf x_, I, =liminfy_,
n—oo n—wo
L, =limsupx,. L, _Ilmsupyn ©)
n—o0o
from (1) and (9), we have
|, >—— |, >—
A+Y al, B+ bl
=0 i=0
L L.
<—— L2

A+ al, Y B+ bl .
i=0 i

L =%2=L, I,=32=L, (10)
20 p
i=0 i=0
It is obvious that
limx, =X, limy, =y
n—oo Nn—o0
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This proves that the unique equilibrium (X,Y) is a global
attractor of all positive solutions of Sys.(1). This completes
the proof of (ii).

Next we study the behavior of solution (X, ,Y,) of
Sys.(1) about the equilibrium (X, y) .Firstly we consider the
following system.

Xn
X A+agy, !

VYo = n=0,1,---, (11)

Nl T B+b Xy !

Theorem 4. Consider the difference equation system (11).
Then the following statements are true
(i) Assume that (8) holds . Then system (11) has a unique

positive equilibrium X =2 B ,y=%t2 A

(ii) Assume that (8) holds . Then the unlque positive
equilibrium (X, Y) is locally unstable .
(i) Assume that A>1, B > 1. Then the equilibrium (0, 0)

is globally asymptotically stable.

Proof. (i) It is obviously true because it is directly corollary
of Theorem 3.

(ii) We can easily obtain that the linearized system of (11)

about the positive equilibrium (£2,L2) is

by ' a
Xn+1 = Xn +Z'_;(B_1)Yn

=2 (A-D)X, +Y,

from which we can easily obtain there is an eigenvalue

A=1+,/(A-1)(B-1) >1 of Jacobian matrix of (12). i.e.,
it lies outside the unit disk. This implies that the positive
equilibrium (52, %2) is locally unstable.

(12)

(iii) The linearized system of (11) about the
equilibrium (0, 0)

is
X ., =1iX
n+l A n (13)
Yn+l = %Yn
Its characteristic equation is
(A-5(A-%)=0 (14)

It is obvious that all the roots of (14) lie inside the unit disk.
Hence the equilibrium (0, 0) is locally asymptotically stable .
On the other hand, from (11) we have

Xn+1 = A+a0y < < X
y (15)
yn+l B+b0x < _n < yn
which implies that lim X, =0, IIm y, =0. Sothe
nN—oo

equilibrium (0, 0) is globally asymptotlcally stable.

Corollary 1. Assume that (8) holds, then the unique positive
equilibrium of (11) is a global attractor but unstable.



Theorem 5. Assume that (2) and (8) hold , then the positive
solution of system (1) is locally unstable.
Proof. We can easily obtain that the linearized system of (1)

about the positive equilibrium (X, y) is

V,.=DY¥,
where D =(d;;), 1<, <2k +2 isan (K+2)x(XK+2)
matrix such that

1 0 0 0
1 0 0 0
0 1 0 0
1 0
D=| &y by  buAD) b(AD
DI I PINCTID I
0 0 0 0
0 0 0 0
0 0 0 0
2y (kal) a( lk3*1) 3 E{ B-1) & (kB—l)
‘b ‘b ‘o ‘b
0 0 0 0
0 0 0 0
0 0 0 0
1 0 0 0
1 0 0 0
0 1 0 0
0 0 1 0

from which it can easily follows that o(D) > 1. This implies

that there exists at least eigenvalue of D lying outside the
unit

disk. Hence the unique positive equilibrium (X, ¥) is unstable.

This completes the proof of Theorem 5.
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Abstract - For the problems of the phase space mathematic
model of the system in the design of the PMSM cascade sliding
model variable structure control, based on an analysis of the
dynamic mathematical model of PMSM and combined with the
design methods of sliding mode variable structure, the state
equations of the position loop and speed loop have been deduced
respectively and the unified state space model has been got.

Index Terms - cascade sliding model variable structure
control; position and speed loop; state equation; PMSM

I. INTRODUCTION

In the modern AC servo system of PMSM, the sliding
mode variable structure control technology for its excellent
control performance has been applied more and more widely.
But using single sliding mode controller to control position
and speed variables will give the amplitude limitation of
system and the decoupling control to bring major difficulties,
limiting its application ranges. Therefore, from the
engineering application angle, adopting cascade sliding model
variable structure control not only can solve problems of the
speed amplitude limit, but also further enhance the anti-
interference ability of system and effectively eliminate the
high amplitude chattering generated by the strong interference
torque [1,2]. In the design of the cascade sliding model
variable structure for the position and speed loop, we have to
introduce the phase space mathematical model of the system.
But there is currently no unified standard model, which affects
the correctness of design for the cascade sliding mode
controller. In order to solve the problem and conveniently for
future research, the paper has studied the state equations of the
position loop and speed loop in the PMSM cascade sliding
mode variable structure control.

Il. PMSM DYNAMIC MATHEMATICAL MODEL

Considering having no impact on the control
performance, we have assumptions as follows [3]: 1) Ignore
the saturation of the motor iron core; 2) Ignore the influences
of cogging, commutation process and armature reaction; 3)
Three-phase windings are completely symmetric and the
magnetic field of permanent magnets steel is sinusoidal
distribution along the air gap around; 4) The armature
windings in the inner surface of the stator are uniformly

978-0-9831693-1-4/10/$25.00 ©2011 IERI

Hongpei Xu, Shuangguang Peng and Minhai Zhang

School of Information and Electrical Engineering
Hu’nan University of Science and Technology
Xiangtan, Hu’nan Province, China

maozedong.888@163.com
continuous distribution. Furthermore, assume that the rotor of

PMSM is cylindraceous ( namely Lo =Ly = I‘), then get a
series of equations of PMSM in the two-axis d-gq synchronous
rotating coordinate system as follows:

The stator flux equation:

v, =Llisty
vt

The stator voltage equation:

. d
Us=Ris+ ¥~ oV,

(D

. d (2)
Uq:RsIﬁg'//q*a)J//d

The electromagnetic torque equation:
T.=15p . i, (3)

The mechanical motion equation:
d@,
J dt :Te_TL_Ba)m (4>

where, Ue and Ye are respectively the d and g axis stator

voltages; ls and 1 are respectively the d and g axis stator

currents; Y and V. are respectively the d and q axis stator
flux; L and L, is respectively the d and q axis stator
equivalent inductance; Y'iis the equivalent flux of the rotor
magnetic field; R. is the stator resistance; Teis the
electromagnetic torque; T Uiis the load torque; B is the viscous
friction coefficient; P, is the motor pole pairs; @r denotes

the mechanical angular velocity of the rotor; @-denotes the

electrical angular velocity of the rotor and @.= P,@n :Jis the
moment of inertia of the motor Rotor.

From all the equations above, the state equation of PMSM
in the d-q coordinate system can be obtained as follows:
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i,

dt

-R./L 0

di p"wm iu Ud/L
ditq = _pnCUm -R./L _pnl//«“‘ iq + uq/L
dw,| |-1.5 pnl//q/J 1spy,i3 -8l |l@a] [=TI
dt
(5)

From Eq.(5), PMSM is a nonlinear, multivariable and strong
coupling time-varying system, so it is necessary to establish its
decoupling state equation. Taking convex-mounted PMSM as

an example, using the vector control mode of lg EO, the
decoupling state equation of PMSM in the d-q coordinate
system is determined as:

dj,
o || RIS RYINER gt
dw. | [15pw 13 B3 |, [-T./9
dt

(6)

I1l. STATE EQUATION OF THE POSITION LOOP AND SPEED
Loopr
IN THE CASCADE SLIDING MODE CONTROL

On the basis of an analysis of the dynamic mathematical
model of PMSM and obtaining its decoupling state equation
in the d-q coordinate system, and combined with the design
methods of the sliding mode variable structure controller, the
state equations of the position loop and speed loop have been
deduced respectively and the unified state space model
obtained, which will be introduced as follows:

A. State Equation of the Speed Loop

Defines the state variable x, =, -, (Where 4 _ is
the given speed, and (,_ is the speed feedback ) , and the state
Varla‘ble X2 = X1 > S0 Xz = X1= a)ref _a)m ’ Xz = a)ref _a)m :
From Eq.(6),we get
W=D W 1D, + (B +(=T 13)
so the following equation can be obtained.

W= U5P W 1)+ (B, (7)

From X2 = a)ref _a)m » We get a)m = a)ref _XZ ’
then substituting it into Eq.(7) as follows :
@n=L5P W 1 I+ (B D, — X))

| | (8
=(B/I)x,+W5P W 1))~ (BI ),

Substituting Eq.(8) into XZ: a)m —03m ,we get

)&2 = a):ef —(B/3)-x,+15 pnl//f / J).i.q_ (8/ J).aj’e']

. .. (9)
:(—B/J)°X2_(1'5 anf /J).iq+(B/J)-a)ref+ Drs
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On the assumption that the second derivative of the given
speed is zero, namely a), =0, we can obtain the phase space

mathematical model of the system in the sliding mode design
of the speed loop:
X=X,

{Xz—(B/J).XZ(Ls R4 f/J)-i'q+(B/J )'a).ref

EQ.(10) can be rewritten in the form of a matrix as follows:
) 0

X: | _ [ J{ xl} Jo 0 s ,

)&2 XZ _15pnl//f/J ' (B/J).a)ref
where the control variable j,=j, -

Ignoring the impact of viscous friction coefficient, that is,

(11)
letting B=0,and also giving K ,=1.5p 1/ ,s0 the phase space

(10)

0
0

1
-B/J

0
-K., /3

Xi

mathematical model of the system can be further simplified as:

ARt SR

where the control variable j,= i'q .

(12)

At this point, we can begin to design the sliding mode
variable structure controller for the speed loop of the system.
In the design, in order to weaken the torque chattering of the
sliding mode control, smoothen the torque, and further
improve the steady-state accuracy, meanwhile enhancing the
load-bearing ability of the system, the integral compensator
should be introduced between the sliding mode controller and
the controlled object [4,5]. Thus, the structure diagram of the
sliding mode variable structure controller of the speed loop is
shown in Fig.1.

Wy X .| Sliding Mode
+ _ Variahle Structure h 1 jq
Controller of the > >

X N Speed Loop

L

d/dt

Fig.1 structure diagram of the sliding mode variable structure
controller of the speed loop

B. State Equation of the Position Loop
Defines the state variable y =g -0, (where g _ is

the given position, g is the position feedback ) , and the state
Val‘lab|e y2= y1 ,SO y2= ylzgref_em ’ yzzeref_gm °

:Href ’ &)ngm ’ thus y2=a)ref_a)m ’ then
we get the following equation.

yz = eref_em = a)ref_a)m
From Eq.(6), we get

Because ¢,

(13)



@,=A5P W 1D, + (Bl +(-T 13) ,
then substituting it into Eq.(13) as follows:
yzz a)‘rey_|:(1-5 pnl//f / J).iq+(_B/‘J)'a)m+(_T L/ \]):|

. (14)
=a)re'—(1.5pn(//f/J)-iq+(B/J)-a)m+TL/J
From y =@.-w, ° We get On=0uw-Y, then
substituting it into Eq.(14) as follows:
| = —(L5 13)f +BIN( gy .~y )+T 13
Y, =0 @5P Y 1 i+ B - Y,)+ T, (15)

=(-BII)Y, +(B1 Do ~WSP W I T I+ @
Substituting Eq.(3) and 6)"m=a).ref into EQ.(15), then it is
obtained as follows:

Y, =(BIIY +(BI g T II+T 1I+6,

=(-B1)Y, +® 1@, ~(T.~T )/ 3 +0.
Assume that the second derivative of the given position is

(16)

zero, namely 0"@ =0, we can get the phase space mathematical

model of the system in the sliding mode design of the position
loop:

{yiy2
yzz(_B/J ) y2+(B/‘:| ).a)ref _(T e_T L)/‘:|
Eq.(17) can be rewritten in the form of a matrix as follows:

AR |

Y,
(18)
where the control variable (,= ¢,

(17)

0

; }'UZ{—(TE—T )1

0

1
-B/J

0
B/J

Similarly, based on the phase space mathematical model,
we can design the sliding model variable structure controller
for the position loop of the system, and as is shown in Fig.2.

o Y Sliding Mode
+ _ Wariahle Structure Ha=™ Wy
Controller of the |

N Vs N Position Loap

d/d

Fig.2 structure diagram of the sliding mode variable structure
controller of the position loop

IV. CONCLUSIONS

Based on an analysis of the dynamic mathematical model
of PMSM, combined with the design methods of sliding mode
variable structure, the paper has respectively deduced the state
equations of the position loop and speed loop in the PMSM
cascade sliding model variable structure control, and has
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provided the unified phase space mathematical model of the
system for the design of the sliding mode variable structure
controller.
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Abstract - To one unsuitable property of Mamdani
inference method, a new inference method is proposed in this
article, which is called “translation method”. In addition, how
the new method affects the defuzzification method has been
discussed. The simulation result on tank gunnery control
system verifies the availability of the new method.

Index Terms - Fuzzy control, inference method, Tank
gunnery control system

I. INTRODUCTION

Fuzzy control is a practical alternative for a variety of
challenging control applications since it provides a
convenient method for constructing nonlinear controllers
via the use of heuristic information [1]. In recent years, it
plays an important role in many fields such as industry
process control, inverted pendulum control [2] and so on.

As the statement in ref. [1], fuzzy control contains five
steps:

1) Quantify the meaning of the linguistic values using
membership function.

2) Input fuzzification. Actually, it is can be ignored
mostly.

3) Premise quantification via fuzzy logic.

4) Inference. Determine conclusions for each rule.

5) Defuzzification. Convert Decisions into Actions.

In this article, we don’t discuss the steps 1/2/3, but
focus on the step 4. The step 5 is following, so we must
discuss how the changes in the former affect the latter.

Many fuzzy inference methods have been developed in
history, such as CRI method [3], Il method [4], AARS
method [5] and so on. This article follows the Mamdani
method, and to avoid its improper property, a new inference
method is present.

In section 2, we point out one unsuitable property of
two conventional Mamdani inference methods: “minimum”
and “product”, and a new inference method is proposed to
avoid the unsuitable property. In section 3, we discuss how
the new inference method affects defuzzification step. In
section 4, simulation result on tank gunnery control system
verifies the availability and efficiency of the new inference
method.

I1. A NEW INFERENCE METHOD “TRANSLATION METHOD”

After the former three steps, we have got the certainty
of premise in each rule, which is denoted by £, s - The

task of inference step is to decide the membership function
for each conclusion of each rule under the certain of

premise, which is denoted by £(U). The “minimum” or
“product” inference method is used usually.

978-0-9831693-1-4/10/$25.00 ©2011 IERI
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The “minimum” method is given by
/J(U) = min{ﬂpremise ! :uconclusion (U)} (1)

where 24 ion (U) denotes the membership function of
output linguistic variable in the rule with certain of premise
Hpremise - TaKing triangle membership function as a sample,
it is shown in Figure 1(a).

The “product” method is given by

/J(U) = /upremise x zuconclution (U) (2)

and shown in Figure 1(b).
The justification for the two methods is that we can be
no more certain about our conclusion than our premise. Let

d(u) denotes the reduction of membership function value

of conclusion by the certain of premise, we can see that in
minimum method

d (U) _ /uconclusion (U) - /upremise If :uconclusion (U) > /upremise
0 If luconclusion (U) < :upremise

in product method
d (U) = Heonclusion (U) x (1_ Hpremise ) ’ Q)
A

@)

dummlusim premise

/ ()

(a) Minimum inference method

(¢) Translation inference method

Fig. 1 The results of inference methods
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Itis clearly that for Vu,,u, if

:uconclusion (ul) > /uconclusion (u2)

then d(u,) >d(u,), no mater what method we use.

It implies that the u with higher membership function
value suffers from the certain of premise more, and the u
with lower value suffers less or even not be suffered. It
sounds not very suitable. In human’s logic, the things with
low certain to happen will be not happen if its premise with
low certain too. But in the two methods above, the certain
will reduce a litter or not reduce.

To avoid the unsuitable property mentioned above, a
new inference method called ‘translation method’ is
proposed, which is given by

IU(U) = maX{O, Heonclusion (U) - (1_ :upremise )}

and shown in Figure 1(c).

It is clearly that the translation inference method
satisfies the basic law that certain about conclusion is less
than premise. If premise happens sure, which means

=1, the certain about the conclusion will not be

®)

/upremise
changed. And when premise absolutely not happens, which
Means L4 emise =0, the conclusion will not happen too

because for every u x(u) =0.
In this method,

if Heonclusion (U) >1- :upremise
If /uconclusion (U) < 1_ /upremise

1- Horemise
d(u) = '
luconclusion (U)

It implies that each u suffers from the certain of
premise equally, no matter its membership function value

high or low, until z(u) =0.

Sometimes, each rule has an additional rule certainty,
which will be denoted by z¢,,.. Then z(u) should be
changed as

,Ll(U) = maX{O’ Heonclusion (U) - (1_ :upremise X Hie )} (7)

=1.

(6)

But usually, the ¢,

I11. DEFUZZIFICATION UNDER
“TRANSLATION INFERENCE METHOD”

The input to a fuzzy controller will make more than
one rule active at a time mostly. For each rule i, we will get
4:(u) through inference step. The task of defuzzification
step is that convert all active rules to an output by
combining each £ (U).

Different inference method will give different

membership function for the conclusion, but different
membership function for the conclusion may not give the

different single output, which is denoted by U because

the finally output also depends on defuzzification method.
There are many defuzzification methods. Take “center

average” (CA) and “center of gravity” (COQG) as samples.
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CA method is given by
ucrisp — Zi bilupremise(i)

Zi /upremise(i)

where b, denotes the center of the membership function of

the conclusion of rule i (Usually it reaches its peak).
It is clearly that the result only depends on the certain

of premise 4, niseqy @nd the membership function of

®)

output linguistic variable  £4,,qsioniy (U) - It has nothing to

do with the membership function of the output 4 (U). So
the final output U™ will be the same no matter what
inference method have been used.

COG method is given by

LI IO
PAO)

and is shown in figure 2, where Iyi (u) denotes the area

©)

of the membership function of output linguistic variable in
rule(i).

Result of translation inference u
Fig. 2 Results in defuzzification step

It is clearly that different inference methods make
different areas of membership function of output, so the

final output U™ depends on what inference method we
use.

It is strongly recommended that using the methods
which depend on the result of inference step.

IV. SIMULATION ON TANK GUNNERY CONTROL SYSTEM

Tank gunnery control is an important topic on military
project. Its main task is making sure the rotational speed of
gun tube reach the given speed steadily fast and accurately.

The structure of tank gunnery control system is shown
in figure 3(a).

Treat the inverter, AC motor and gun tube as a general
plant. Through identification data such as step response,

frequency response and triangle response, a nonlinear
model has been established, which is shown in figure 3(b).

Because of the model’s nonlinear property, linear
controllers such as state space controller and lead lag
network will be unsuitable. A fuzzy controller with
translation inference method has been developed.

There are two input linguistic variables given by



e(t)=r()—y() and %e(t) , and one output

linguistic variable the control voltage u(t) . Triangle
membership function is used for the three variables. e(t)
and U(t) are classified linguistically as “NB NM NS ZE

d
PS PM PB”, and a e(t) is classified as “N Z P,

[
I General Plant |

|.-\c1 ual Speed
Giun Tube P—’
|

(a) The structure of tank gunnery centrol swstem

Given Speed

- |
—n-(>< .‘ Controller H Inverter

AC Motor ‘_..,

—-

e e e e  — — — — — — — — — — —

[ 10.78V

|[ General Plant |
|
| Dead Zone Saturation 3.6
™ "l oz ev T (S+1)(3.35+1) | | >

(b} Nenlinear medel of general plant

Fig. 3 The structure of tank gunnery control system

Simulation result is shown in figure 4. Remark that
the speed of gun tube is expressed by voltage.

It is clearly that the steady time (95%) of open loop
system is 14.04 second, and it is improved to 4.56 second
by fuzzy controller. The rise time (60%) is improved from
4.25 second to 2.23 second. Control voltage is steady
without higher-order oscillation. The small overshoot in
fuzzy control is acceptable.

V. CONCLUSION

The translation method obeys human’s logic, and
satisfies the basic law that we have no more certain about
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conclusion than premise. The simulation result verifies its

35 I T T
] Loyt :

P e T R .
5 2peenifo s et S B :
RN : : !
= 1 1
= .. ] : :
= 1.54 ------------ Fooo-e- SRR Foo-o--- Fooooes | SRR | Beo---- -

9 l ........ L .............................................. -
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Fig. 4 Tank gunnery control system simulation result

availability, and operation of control is very soft and steady.
The idea that making sure membership function values of
all u reduce equally by the certain of premise until reach
zero can try to apply in other inference methods.
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Abstract - Advances in computing, imaging and data transmission
technologies are precursors to an important role for UAVs in
warfare. The concept of unmanned aerial vehicles is a new step in
modern warfare. UAVs are likely to revolutionize the
reconnaissance and surveillance, to increase the capabilities of
small units and also help in future network-centric formations.
The purpose of this article is to show the importance of mission
planning in a fully automatic flight and the critical role of
implementing Sense & Avoid (S&A) procedures at different
categories of UAVs.

Index Terms -

UAV - Unmanned Aerial Vehicle

UAS - Unmanned Aircraft System

S&A — Sense and Avoid

I. INTRODUCTION

An unmanned aerial vehicle is an aircraft that flies without
a human pilot on board. The responsibility for the control of
this type of aircraft falls on either a human operator on the
ground or its flight is autonomously based on pre-programmed
flight plans using more complex dynamic automation systems.
At first, UAVs were simply target drones for military aircrafts
or artillery. Nowadays, the technology has advanced to the
point where human pilots could be replaced by the sense and
avoid system.

The problem of sense & avoid can be divided in two
separate functions: the sense function and the avoid function,
each with having several sub-functions (either allocated to a
technical system or to a the human operator). The development
of a Sense & Avoid System raises a couple of questions, each
of which requires its own dedicated experimental design.
According to a FAA (Federal Aviation Administration)
definition in 2009 “Sense and Avoid (SAA) is the capability of
an UAV to remain well clear and avoid collisions with other
airborne traffic”. The task of identifying possible conflicts and
avoiding them is still in the responsibility of the human
operator. Studies show, that even for an experienced pilot, it
takes already a few seconds to identify possible conflicts after
detecting an intruder.

Future unmanned systems within the armed forces will be
highly heterogeneous in nature, with vehicles from multiple
domains: aerial, underwater, and land, working in
collaborative teams to complete a variety of missions. The
complexity of supervising these teams will be enormous and
will rely on human creativity, judgment, and experience.
Therefore, the design and development of mission planning

978-0-9831693-1-4/10/$25.00 ©2011 IERI
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and monitoring technologies must be rooted in a deep
understanding of the human operator’s role as mission
manager, and must effectively address the reasoning skills and
limitations of both the human and autonomous intelligent
system.

II. BASIC ASPECTS OF SENSE AND AVOID

TECHNOLGY

A key requirement for routine access to the NAS is ROA
compliance with 14 CFR 91.113, “Right-of-Way Rules:
Except Water Operations.” This is the section that contains the
phrase “see-and-avoid,” being is the primary restriction to the
normal operations of UAVs. The intent of “see-and-avoid” is
for pilots to use their sensors (eyes) and other tools to find and
maintain situational awareness of other traffic and to yield the
right-of- way, in accordance with the rules, when there is a
traffic conflict. ~ Since the purpose of this regulation is to
avoid mid-air collisions, this should be the focus of
technological efforts to address the issue as it relates to UAVs
rather than trying to mimic and/or duplicate human vision. See
figure 1.

Cooperative
Traffic Avoidance

Figure 1: Types of air traffic encountered

The FAA does not provide a quantitative definition of see-
and-avoid, largely due to the number of combinations of pilot
vision, collision vectors, sky background, and aircraft paint
schemes involved in seeing oncoming traffic. Having a
sufficient field of regard (FOR) for a UAV S&A system,
however, meeting the goal of assured air traffic separation is
fundamental.

Although an elusive issue, one fact is apparent. The
challenge with the S&A issue is based on a capability
constraint, not a regulatory one. A possible definition for S&A
systems emerges: sense-and-avoid is the onboard, self-
contained ability to:s
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Detect traffic that may be a conflict

Evaluate flight paths

Determine traffic right-of-way

Maneuver well clear according to the rules in Part
91.113, or

Maneuver as required in accordance with Part
91.111.

Detection Requirements and Methods

According to the right-of-way rules (14 CFR 91.113), any
aircraft must detect traffic that might be a conflict (becomes
less than 500 feet separation) and then yield if required. Based
on analysis, this means it must yield to aircraft from about 10
degrees left of the nose (approximately head on) to 90 degrees
right of the nose depending on class. Prudence suggests that
the search volume should include 90 degrees left of the nose as
well. NASA studies' have shown for climbing or descending
traffic, plus or minus 15 degrees search in elevation will
adequately scan for converging aircraft which are using as
much as 20 degree angles of climb.

While it does not specifically address where a pilot should
be looking, it does exclude those areas where a pilot is not
expected to be looking. Another FAA document (P-8740-51)
provides guidance for pilots on “How to Avoid a Mid-air
Collision.” It suggests scanning methods, rates, and locations
that will increase the probability of detecting a mid-air threat
within the pilot’s field of regard.

In the international community, ICAO has also set
standards which offer yet more guidance on azimuth search
areas. A summary of these detection requirements and others
is provided in the table, and the technology available to search
these defined regions is described in detail in the following
sections.

This suggests the following requirement for an S&A
systems standard: Sense-and-avoid systems should provide a
minimum traffic detection capability of plus or minus 110
degrees in azimuth measured from the longitudinal axis and
plus or minus 15 degrees in elevation from the cruise speed
level line. The 15 degree elevation value is based on
independent NASA and OSD analysis to detect climbing or
descending threats.

A.

TABLE 1

Source Azimuth Elevation
FAA P-8740-51: How
to Avoid a Mid-Air | +/- 60 degrees +/- 10 degrees
Collision
International Standards,
Rule-s @ (9 Al +/- 110 degrees No guidance
Section
3.2 (ICAO)
FAA Advisory Circular Variable: 437 and -25
25.773-1 . :

. +/- 120 degrees degrees (varies with
(Transport Aircraft :

. azimuth)

Design)

" NASA Environmental Research and Sensor Technology (ERAST) program
analysis conducted in support of See-and-Avoid Flight testing, March 2002
and 2003.
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B.  Range Requirement

In addition to the detection location relative to the ROA,
the range of the potential collision threat must also be
considered. The system will need to detect the aircraft in
adequate time to process the information, determine the
conflict, and execute the maneuver according to the right-of-
way rules. Department of Defense (DoD) has conducted
computer based simulations and analysis that confirm
independent NASA findings” that the time needed to complete
the avoidance maneuver depends primarily on the bank angle
of the maneuver for speeds greater than about 80 knots.
Because ROA will limit the angle of bank for preplanned
maneuvers, the time required to perform the limited angle of
bank maneuver is determined. Any additional time necessary
for processing and/or operator response can be added to the
maneuver time to determine the total time necessary to detect
the traffic prior to collision.

Once this total time required is determined, the range is
calculated dependent on the ROA’s velocity and a
representative traffic closing velocity vector. The range
required of the detection system is then a function of the
maneuverability and velocity of the ROA and its operational
traffic. The Air Combat Command-sponsored joint working
group mentioned above, using the terminology remotely
operated aircraft, has proposed that:

The sense-and-avoid system must detect the traffic in time
to process the sensor information, determine if a conflict
exists, and execute a maneuver according to the right-of-way
rules. If pilot interaction with the system is required,
transmission and decision time must also be included in the
total time between initial detection and the point of minimum
separation.3

C. Sensor Requirement

The onboard systems of the UAVs can be co-operative or
non-cooperative. The cooperative systems can be T-CAS
(Traffic Collision Alerting System), ADS-B (Automatic
dependent surveillance-broadcast), and ACAS (Airborne
Collision Avoidance System). T-CAS monitors the airspace
around an aircraft for other aircraft equipped with a
corresponding active transponder, independent of air traffic
control, and warns pilots of the presence of other transponder-
equipped aircraft which may present a threat of mid-air
collision (MAC). It is a type of airborne collision avoidance
system mandated by the International Civil Aviation
Organization. ADS-B is a radically new technology that
redefines today the paradigm of communications - navigation -
surveillance in air traffic management (ATM) today. ACAS is
being used to describe short-range systems intended to prevent
actual metal-on-metal collisions. The non-cooperative systems
don’t require other aircraft or obstacles in area to support the
detection methodology. They can be used to detect ground-
based obstacles. They split in active and passive systems.

2 OSD-FAA MARCAT and NASA ERAST program studies.
3 Sense-and-Avoid Requirement for Remotely Operated Aircraft (ROA), 25
June 2004, HQ ACC/DR-UAV SMO.



Active systems transmit a signal to detect obstacles in flight
path (radar, laser). Passive systems do not transmit a signal but
rely upon detection of signals emanating from the obstacle
(Motion detection sensors (MD), Electro-optical sensors (EO),
Infrared sensors (IR).

C.1. Active, cooperative

The active, cooperative scenario involves an interrogator
monitoring a sector ahead of the ROA to detect oncoming
traffic by interrogating the transponder on the other aircraft.
Its advantages are that it provides both range and bearing to
the traffic and can function in both visual and instrument
meteorological  conditions (VMC and IMC). The
disadvantages are its relative cost. Current systems available
in this category include the various Traffic-alert and Collision
Avoidance Systems (TCAS).

C.2. Active, non-cooperative

The active, non-cooperative scenario relies on a RADAR
or laser-like sensor LIDAR scanning a sector ahead of the
ROA to detect all traffic, whether transponder-equipped or not.
The returned signal provides range, bearing, and closure rate,
allowing prioritization of oncoming traffic for avoidance, in
either VMC or IMC. Its potential drawbacks are its relative
cost, the bandwidth requirement to route its imagery (for non-
autonomous systems), and its weight. An example of an
active, non-cooperative system that is currently available is a
combined microwave radar and infrared sensor originally
developed to enable helicopters to avoid power lines.

C.3. Passive, cooperative

The passive cooperative scenario, like the active
cooperative one, relies on everyone having a transponder, but
with everyone's transponder broadcasting position, altitude and
velocity data. The advantages are its lower relative cost (no
onboard interrogator required to activate transponders) and its
ability to provide S&A information in both VMC and IMC.
The disadvantage is its dependence on all traffic carrying and
continuously operating transponders. In this scenario, ROA
should have the capability to change transponder settings while
in flight.

C.4. Passive, non-cooperative

The passive non-cooperative scenario is the most
demanding one. It is also the most analogous to the human
eye. An S&A system in this scenario relies on a sensor to
detect and provide azimuth and elevation to the oncoming
traffic. Its advantages are its moderate relative cost and ability
to detect non-transponder equipped traffic. The disadvantages
are its lack of direct range or closure rate information,
potentially high bandwidth requirement (if not autonomous),
and its probable inability to penetrate weather. The gimbaled
EO/IR sensors currently carried by reconnaissance UAVs are
examples of such systems, but if they are looking at the ground
for reconnaissance then they are not available to perform
S&A. An emerging approach that would negate the high
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bandwidth requirement of any active system is optical flow
technology, which reports only when it detects an object
showing a lack of movement against the sky, instead of
sending a continuous video stream to the ground controller.
Imagery from one or more inexpensive optical sensors on the
UAV is continuously compared to the last image by an
onboard processor to detect minute changes in pixels,
indicating traffic of potential interest. Only when such objects
are detected is their bearing relayed to the ground.

For comparison between the methods see the table below:
TABLE II
Onecorming Traffic is..

Cooperative Non-Cooperative
Pm: - Both mange and hearing Pro: - Rangp hearing, and
provided chosure rateproviled
i - Fune tions in VPIC and IDIC - Functions in VHIC and INC
w Acti Con: - SWAP Con: - Daialink required
& Ve - Cost - SWAP
g - Cost
4?;';\ Exanple: TCAS sysiens Exanple: radars
T Pm: - Cost Pro: - Cost
Com: -VMConly - Deterts non-transponder
2; tally aircrafi
_8 P . Con: - Beaxing only provided
5 assive - Data Enk required
- VM only
Example: High Virihikity Paint Exanple: ECfIR sensors

D. Avoidance Requirements and Methods

Once the "sense" portion of S&A is satisfied, the UAV
must use this information to execute an avoidance maneuver.
The latency between seeing and avoiding for the pilot of a
manned aircraft ranges from 10 to 12.5 seconds according to
FAA and DoD studies®. If relying on a ground operator to see
and avoid, the UAV incurs the same human latency, but adds
the latency of the data link bringing the image to the ground
for a decision and the avoidance command back to the ROA.
This added latency can range from less than a second for line-
of-sight links to more for satellite links. See figure 2.

Figure 2: Collision avoidance time needed

* Tyndall Air Force Base Mid-Air Collision Avoidance Study; FAA P-8740-
51; see also Krause, Avoiding Mid-Air Collisions, p. 13



D.1 Pilot-in-the-loop

Current UAVs are flown with varying degrees of human
control and/or oversight. When flying in the NAS this
oversight must adhere to the requirements of 14 CFR Part 91
(see ANNEX1) and its intent for pilots to see and avoid other
aircraft. For reference, the regulations, including right-of-way
rules for pilots, are provided below. These regulations apply
to all aircraft (civil and military).

Section 91.111(a) makes it clear that the intent of this
statutory language is to ensure that operators avoid creating “a
collision hazard.” Section 91.113 provides the right-of-way
rules to clarify which aircraft should yield. In order of
decreasing priority, right-of-way is granted to vehicles 1) in
distress, 2) landing, 3) a balloon, 4) a glider, 5) an airship, 6)
towing or air-air refueling, 7) on the right-hand, 8) in-front,
and 9) below.

From “How to Avoid a Midair Collision” (FAA document
P-8740-51), “Collision avoidance involves much more than
proper eyeball techniques. You can be the most conscientious
scanner in the world and still have an in-flight collision if you
neglect other important factors in the overall see-and-avoid
picture.” The document describes a “see-and-avoid checklist”
that includes proper procedures on the ground (e.g., flight
planning, adding high-visibility features to the aircraft, etc.) to
good en-route practices (e.g., avoiding crowded airspace,
using radios effectively, etc.).

D.2 Autonomous

The pilot-in-the-loop scenario is one possible way to
recognize an impending collision and initiate the required
resolution maneuver. For beyond line-of-sight ROA
operations, however, other methods to initiate action are
required. S&A must be developed and must work throughout
all phases of flight. In the case of ROA, where the operator
and crew are off-board and connected via a data-link, the
sense-and-avoid system must work even if the data-link
malfunctions.

An alternative is to empower the ROA to determine
autonomously whether and which way to react to avoid a
collision once it detects oncoming traffic, thereby removing
the latency imposed by data links. This approach has been
considered for implementation on TCAS II-equipped manned
aircraft, since TCAS II already recommends a vertical
direction to the pilot; but simulations have found the
automated maneuver worsens the situation in a fraction of the
scenarios.  For this reason, the FAA has not certified
automated collision avoidance algorithms based on TCAS
resolution advisories; doing so would set a significant
precedent for ROA S&A capabilities.

1. CONCLUSION

Unmanned aerial vehicles (UAVs) present major
challenges for the task of sense and avoid, especially in the
case of miniature systems. It is necessary better implementing
procedures that require new and innovative technologies, with
better and safer capabilities in the automation and optimization
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of mission planning in unstructured environments within the
entire flight envelope. It is also necessary to accommodate
subsystem/component  failure = modes  without major
performance degradation (the maximal takeoff weight and the
aerodynamics of small vehicles are very sensitive to all the
additional equipments) or loss of vehicle and to perform
extreme maneuvers without violating stability limits. An
integrated/hierarchical approach to vehicle instrumentation,
computing, modeling and control seems to provide possible
solutions. The UAV community is accomplishing major
milestones towards this goal. More recently, researchers have
been concerned with multiple and heterogeneous UAVs flying
in formation in order to take advantage of their complementary
capabilities. The future work regarding the swarm problem
opens new avenues of research where the intelligent control
community can contribute significantly in terms of smart
coordination / cooperation technologies.

The importance of mission planning in a fully automatic
flight and the critical role of implementing Sense & Avoid
(S&A) procedures at different categories of UAVs was
presented. The focus was on the emerging capability to handle
separation provision and collision avoidance in a way similar
to the manned aircrafts. The main contributions are related to
the critical analysis of the possibilities of integration S&A
procedures for small UAVs in the context of simplicity and
low-cost solution and the proposal to implement the organizing
of a special course dedicated to the technical knowledge of the
procedures for mission planning and utilization of UAVs; a
critical. The article concludes with a technical perspective on
the developments of S&A solutions for UAVs.
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Abstract - With the advances of computer science, robotics,
and other related areas, service robots attract much attention to
improve quality of human life from both academia and industry.
Service robots present interesting technical challenges to working
environments of robots from industries to homes and offices, and
to extend markets for robots from industrial markets to commercial
home appliance markets. Current practice of robot development,
however, often fails to satisfy this requirement. Nowadays robots
can recognize their environment in a limited way. Future robots
designed for operations in a natural environment and for
communicating with humans in a natural way require the fusion of
data acquired from spoken words and sensory data from the
surrounding area .In this paper, an intelligent service robot has
been developed by means of intelligent sensors for speech
recognition, proximity measurement, and image processing. This
robot can understand the names of objects or users that a user has
told the robot to take, recognize for it by color segmentation and
calculate the depth of the target object by a stereo camera. After it
has found and identified the object, the robot grasps it and brings it
to the user through face recognition.

Index Terms - Service Robot; Sensor Fusion; Speech

Recognition; Manipulator; Face Recognition

|. INTRODUCTION

The next generation robots such as service robots must be
able to solve the complex goals which up to now only the
people can handle. They utilize various technology-intensive
components such as speech processors, vision recognizer,
actuators to offer services and the robot applications can
coordinate these components in harmony way with those
people they are supposed to support[1-2]. The Kkey
technologies for service robots are intelligent systems which
analyze and fuse comprehensive sensor data and derive
execution strategies in order to accomplish a task.

In the Shanghai Key Laboratory of Power Station
Automation Technology, there is a service robot whose name
is 'Sklpat' with visual and speech sensors produced by Harbin
Institute of Technology. Sklpat is equipped with binocular
vision and network cameras, three front ultrasonic sensors, two
lateral ultrasonic sensors, seven chassis obstacle avoidance
sensors, two speakers, two manipulators and a 7 inch touch
screen allow it to interact with humans through the man-

machine interface. Besides, Skipat is also equipped with TL-
WN322G+ Wireless LAN Card of TP-Link, which possess the
communication facilities of 54Mbps, contributing to the more
convenient control of remote users. The appearance part of
Sklpat is illustrated in Fig.1.It recognizes the spoken
instruction and acts accordingly by grasping the target object.

Fig.1. Appearance part description of Skipat
Sensor fusion algorithms for robots have been developed by
several research groups[3-4]. This paper focuses on the
integration of intelligent sensors, sensor fusion, speech
recognition, grasping and fetching objects with respect to
humanoid robots.

1. SYSTEM ARCHITECTURE

A service robot needs to know the task to be accomplished,
working environments, the ability to plan and perform actions
depending on the working environments and find the right
user. Those require the following functions (Fig. 2):

(1) Acquiring data: Sensing by means of multiple sensors
in order to acquire all necessary data about the environment
includes getting to know the goal to be met, e.g. by
understanding a spoken instruction.

(2) Data preprocessing: In the data acquisition process,
the information collecting is often accompanied by
disturbances because of the impact of objective circumstances,
so it is necessary to filter before it is processed in order to
gather the purity information.

(3) Fusion of data: Fusion of the data acquired from
multiple sensors in order to calculate the situation.

(4) Calculation and decision-making: Plan how to achieve
the target object, execute of the necessary steps by controlling

*This paper is supported by State Key Laboratory of Robotics and System (HIT), support number: SKLS-2009-MS-10.This paper is also supported by Shanghai

University, "11th Five-Year Plan" 211 Construction Project.
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the robot motors, find the right user and give the target object
to the user.

A distributed data base provides reference information e.g.
for the pattern recognition algorithms in intelligent sensors, for
strategies to fuse data or for setting an optimal execution plan.
It is important that the data base can be adapted to new
situations by methods such as learning algorithms. A robot
embedding the features described above can be regarded as
intelligent because it can perform tasks depending on a goal in
a complex environment and can adapt to new situations by
learning.

Depending on the area of activity the robot is equipped
with some or all of the following sensors: speech recognition
sensor, stereo camera.

Calculation and

Acquiring data Fusion of data Decision-making

Data preprocessing

|——»{ Robot Motion

Fig.2 the function of sensor fusion technology

In order to cope with new situations, the speech sensor can
learn new words and the vision sensor can learn the color of
new object and the face of uses.

In order to measure the distance to an object, stereo
camera is used for calculating the depth of the target object.
The stereo camera currently also can differentiate between
blue and red objects.

I11. SPEECH RECOGNITION

Speech interaction module including speech synthesis and
speech recognition (Fig.3) is mainly to complete real-time
speech control, which is the bridge between man and robot.
The robot’s speech function module is developed in the Visual
C++ 6.0 environment with Microsoft Speech SDKS5.1. The
Microsoft Speech SDK5.1 provides a high-level interface
between an application and speech engines. Microsoft Speech
SDK5.1 implements all the low-level details needed to control
and manage the real-time operations of various speech
engines. The two basic types of SAPI engines are text-to-
speech (TTS) systems and speech recognizers. TTS systems
synthesize text strings and files into spoken audio using
synthetic voices. Speech recognizers convert human spoken
audio into readable text strings and files. Microsoft Speech
SDK5.1 is easy to use and has high recognition rate.
Especially, no training is needed for the user and the feature of
n non-specific people has been achieved since the engine is
done. Management tools supplied by the API enable users to
freely define their own vocabulary and grammar for different
applications.
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When the system is sub-playing voice, any interruption
from the surrounding can’t stop the task, which avoids hearing
the speech which is played by itself. The system is in support
of the adjustment of parameters, such as speed, style, volume,
etc, allowing the speech of synthesis is continuous,
understandable and nature, just like ordinary people’s voice.

The speech signal is input, such as the user's input speech
is "looking for green tea ".After processing and recognition by
the system, converted into the corresponding action code to
control the robot, it executes the corresponding action, while
the robot can be by way of speaking to the feedback, such as
when the robot will complete the action it can say" | have
found "

Speech Input

Robot’ s action

Fig.3. Speech interaction module
The intelligent speech recognition enables the robot to
understand spoken instructions. These are either single words
or a sequence of words which are spoken without breaks in
between. After data acquisition, each word is assigned to an
instruction, so that the robot now knows its task, e.g. which
object to search for.

IVV. OBJECT RECOGNITION AND LOCALIZATION

A binocular stereo camera is used in the system, which is
from Point Grey Company. We extract one frame from the
right camera of the binocular stereo camera. RGB (red, green,
blue) color space data points from an image are projected into
HSV (hue, saturation, value) color space to provide data points
that are insensitive to the variations of illumination after the
median filting.

A threshold segmentation algorithm is employed to
extract the object. The 3D position is computed by the
disparity picture, which is then passed to the manipulator
module to grasp the object.

A. Traditional binocular stereo vision model

Stereo vision is based on the parallax theory as shown in
Fig.4[5]. B is baseline length, f is the focal distance of the
camera. Matching the corresponding pixel with a variety of
algorithms[6], we can get the parallax d as following:

d=xp —xp 1)

Then the depth information z can be obtained by the

method based on the triangulation:

Z=fxXB/d 2



The model is adopted in the most existing system of
stereo vision.

The Bumblebee[7] of Point Grey Company is shown is
Fig.5, which is used in our robot. The camera specifications
are shown in Table 1.

5 THE BUMBLEBEE USED
IN THE ROBOT

FIG.4 TRADITIONAL BINOCULAR
STEREO MODULE FIG.

B. RGB to HSV

A color can be represented by many color space modules.
The RGB (red, green and blue) color space is the most
common one. In digital images, the RGB values are between 0
and 255. Since the accuracy of the color detection affects the
results of locating the object, choosing the suitable color space
for color segmentation is very important. In this sense, RGB
color space is not suitable because it is very sensitive to the
variations of intensity. Since the segmentation results must be
insensitive to the strength of illumination, color segmentation
based on hue, saturation and value (HSV) has been chosen as
suitable for this research.

TABLE 1. THE SPECIFICATIONS OF BUMBLEBEE

Specification Low-Res(640>480) |  High-Res(1024x768)

Two Sony progressive scan CCD

IC>424(648>488 max 1C>204(1024 <768 max

Imaging sensor pixels) pixels)

7.4um square pixels 4.65um square pixels

Baseline 12cm
Lens Focal 3.8mm with HFOV
Length

48,30,15,7.5,3.75,1.875 18,30,15,7.5,3.75,1.875

Frame rates FPS FPS

6-pin IEEE-1394 for camera control and video data

Interfaces transmission

4 general-purpose digital input/output (GPIO)pins

The HSV coordinate system, proposed originally in
Smith[8], is cylindrical and is conveniently represented by the
hex cone model shown in Figure 6[9-10]. The saturation is a
measure of the lack of whiteness in the color, while the hue is
defined as the angle from the red color axis, and value refers to
the brightness. The motivation for using the HSV space is
found in experiments performed on monkeys and
anthropological studies, because it corresponds more closely
to the human perception of color. This user-oriented color
space is based on the intuitive appeal of the artist’s tint, shade,
and tone.

The set of equations listed in (3) are used to transform a
point in the RGB coordinate system to the appropriate value in
the HSV space.

C. Object Recognition and Localization

We first learn the HSV values of the object color off-line,
with the thresholds of HSV being recorded. Figure 7 shows the

170

color filter off-line mode program in VC++ 6.0. In on-line
mode, the thresholds are read from the file, which is used to
check each pixel in the picture. The points owned to the object
are saved in a point list structure. Then the 3D position of the
object is computed by the stereo vision. The flow of image
processing is shown in Figure 8.

Vake

White V=0
[

Value (V)

Black V=1

FIG.6 THE HSV COLOR SPACE FIG.7 THE COLOR FILTER MODULE

S[(R—G)+(R—B)]

(h = cos™!
J(@R—6)2+(R-B)(G—B)
s=1— min (R,G,B) (3)
I - v
k __ (R+G+B)

Color Filter
Thread Open

Linit Switch
Plug
Brushless DC
Motor

Motor Adapter
Cable

ObjectX+
Objecty++

Limit
Switch

FIG. 8 THE FLOW OF IMAGE PROCESSING FIG.9 THE GRIPPER OF THE

MANIPULATOR

Target identification is by the color extraction, Robot
eyes can look the color which is extracted from the target.
Once Robot finds the color that the number of colur points
must be more than 70,and then the Robot can go straight
towards to target unless encountering obstacles. If robot finds
obstacles, firstly, it stops for about 5S,If the obstacles still
appear, entering into the obstacle avoidance program. There
are not obstacles or avoiding obstacles, The Robot need adjust
the direction according the colure. While the number of colure
point is more than 300,the distance of target is almost accurate.
Specific operation, as shown in diagram:

V. MANIPULATOR CONTROL

When the robot has moved to the target object in the
appropriate position, we can learn the position of target object
by color segmentation and stereo camera. The appropriate



position is that the object is in the workspace of the right arm
of the robot. With the 3D position of the object, passed from
the stereo vision module, the robot can grasp the object with
the manipulator.

Each manipulator of the robot has six rotate degrees of
freedoms (DOF). A gripper is set to the end of the
manipulator, which has two limit switches as shown in Figure
9.

A. Manipulator kinematics

To evaluate the kinematics of the proposed robotic arm,
the Denavit-Hartenberg (D-H) representations of the robotic
arm is presented as shown in Fig. 10. The D-H representation
is used to formulate the forward kinematics. The D-H
representation of the robotic arm is characterized in terms of
the D-H table, as shown in Table 2. Whered;, dg and a, are
shown in Fig. 10, and they are fixed distance, angles of o, toe,
are joint angles of the robotic arm, and they are adjusted in
terms of the harmonic drive gear motors, 11 to 16 in Table 2 are
listed as Table 3.

FIG. 10 THE D-H REPRESENTATIONS OF THE ROBOTIC ARM

TABLE 2 THE D-H TABLE OF THE ROBOTIC ARM

[ d. a o
1 0, 0 0 | -90°
2 | 0,-90° 0 0 | 90”
3 0, 13+ 0 | -90°
4 | 04-90° 0 14 0
5 05 + 0 0 | 90”
6 06 15+ 0 0
TABLE 3 THE LENGTH OF EACH LINKS

[l 131456 |

[8 1511922 47(13]

According to the D-H representation table, the matrix
representations can be also desired as shown in (4). The
gripper coordinates (Px, Py, Pz) can be calculated in term of
(5). Therefore, the forward kinematics is finally evaluated

when the joint angles of harmonic drive gear motors (&1 to B¢)
are given.

FIG.11 THE STRUCTURE DIAGRAM FOR THE INVERSE KINEMATICS

On the other hand, the inverse kinematics is applied for
the trajectory planning requirements. Due to the structure of
the robotic arm, it is impossible to find a unique solution for a
given end effector position and orientation. Therefore, a
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is proposed in the paper. The
inverse kinematics is shown in

geometry based approach
structure diagram for the

Figurell.
cosd, 0 -—sing, O sing, 0 -—cosd, O
sing, 0 cosf, 0O —cos®, 0 -—sing, 0
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B. Grasping Experiment

This experiment investigates the performance of the
grasping task with a stereo camera and color segmentation.
Only the color information about the object was used in this
experiment. The robot itself was stationary. It grasped the
object, lifted it ten centimeters and placed it back in the same
position. This was repeated 40 times all with different
locations of the object. The object had been placed by hand
arbitrarily in the workspace of the arm. To get different
position height the object was placed on different furniture and
boxes. During one run the object was static. The experiment
was done without artificial light only with natural sun light.
The flow of the grasping can be seen in figure 12.

~ 00:00:07

FIG. 12 THE FLOW OF THE GRASPING

The object was a colored cup. Because the vision system
used could only compute the position without the orientation
of the object, the arm always grasped the object in horizontal
orientation. In other words the last arm segment was parallel to
the floor. During the experiment no other object with the same
color was in the visual field of the camera. The vision system
ran at 15 frames per second and with a resolution of 640x480
pixel.

The robot tried 40 times to grasp the object. Nine times
the arm pushed the object over. Ten times the arm moved the



object by approaching it.One time the stereo camera could not
calculate the depth. This is a success rate of 50%.

This experiment showed that nine times the position
calculation of the object was imprecise. This can be handled
by using an infrared sensor of the hand to detect if the object is
in the hand. This could prevent the arm for pushing the object
over. Also the arm path is not yet complete. It was also shown
that the color segmentation approach with a stereo camera is
also working.

V1. SENSOR FUSION, PLANNING AND MOTION CONTROL

By fusing the speech, visual and color data, the robot knows
all objects within its reach and their position as well as the
goal it is advised to reach.

The fusion algorithm used is hierarchical and works as

follows:
1. Speech and visual data are fused by matching the speech
(derived from the speech sensor data) with one of the object
identifiers (derived from the camera data). We overcome the
binding problem by not dealing with sensor data themselves
but by fusing classification results. The algorithm generates
one of the following hypothesis:

-A negative match result (e.g. no object or the wrong object)
leads to the hypothesis" object not found " . This requires no
additional fusion of visual and color data and causes the robot
to repeat the search.

- A match of one of the object results in the hypothesis

"object found".
2. The robot moves towards the object until the object
numbers gained by means of color segmentation are above the
threshold value got by doing the experiment. In the next fusion
step the hypothesis generated by the color segmentation is
verified by the data acquired from the depth calculation of a
stereo camera. If the distance equals the hypothesis it is
regarded as true. Otherwise the hypothesis is rejected.

Currently we apply the fusion approach to differentiate 2
kinds of objects, a blue bottle and a red bottle.

Depending on the outcome of the sensor fusion the robot
develops different execution plans and controls the robot
motors accordingly:

o If the demanded object has been identified, the robot
approaches it and grasps it in order to bring it to the user.

« If no or the wrong object has been spotted, the robot repeats
the search by turning the robot and by moving in order to
change the position.

The robot grasps the objects by gripper. It stops the gripper
movements if a feedback signal indicates a resistance. Then
robot gives the object to the user by means of face recognition
as follows:

« If the user is the right one demanded, the robot approaches
and brings the bottle to the user.

« If no or the wrong user has been found, the robot repeats the
search by turning the robot and by moving in order to change
the position until it finds the right user by the way of face
recognition.

VII. APPLICATION EXAMPLE
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One typical example of the robot's performance is to search
for objects and bring it to the user. This was repeated 20 times
all with different locations of the object. The object was a
stack of colored cups. The blue and red cups had been taught.
The blue and red cups were placed on a desk. The experiment
was done without artificial light only with natural sun light.

If the user says "Find blue cup and give it to xiaohong", the
robot understands its task and searches for the cup. After
detection, it grasps the cup q!n‘d brings it to xiaohong(Fig.13).

Please find b . ‘
be blue cup! =

¢ |find it!

Igraspit! !
i FIG.13 THE PROCESS OF EXAMPLE

In a scenario of the example, the robot tried 20 times to
grasp the object:

* One time the robot could not recognize the speech.

* One time the stereo camera could not calculate the depth.

» Two times the robot could not find the right user.

» Two times the robot could not grasp the object.
This is a success rate of 70%.

VIIl. SUMMARY

A robot has been developed which understands spoken
instructions and can act accordingly. If the user advises the
robot to bring a specific object, the robot uses its smart camera
and other sensors to search for the object and brings it to the
user. As future work additional applications such as home
service robots, cleaning robots, entertainment robots are being
developed.
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Abstract - In some mechantronic machines’ design, the
lamination stack structures are generally to be part of the rotor.
It consists of pieces of stalloy, which is designed as very thin steel
plate coating with special isolative paint. These sheets of
assembly stacking stalloy will definitely influence the
eigenfrequency and other dynamic effects of the rotor. But,
considering the lamination’s mechanical character, this influence
is difficult to be well counted during design period. Some
simplified ways are used to approximatively solve this kind of
problem, such as modeling the lamination as a part of the rotor
and neglecting its mechanical rigidity influence. In this paper,
two of these useful simple traditional models are studied and
compared. Finally, the Little Shear Modulus (LSM) Model, a
new idea model will be demonstrated, which could exactly
simulate the mechanical characters of the lamination stack and
be easily understand as well. An assumed simple rotor example is
used to evaluate this model, and the result proves that the LSM
model can give more reasonable result. Finally, an real example
is shown that how this LSM model is applied to solve the
eigenfrequency of an actual grinder rotor.

Index Terms - Lamination, Rotor Dynamics, Eigenfrequency,
FEA

|. INTRODUCTION

The active magnetic bearing rotor laminations are
constructed of low loss, electrical grade steel, which can well
reduce the eddy current losses under high frequency electric-
magnetic control signal.

The alternating magnetic flux creates electro motive
forces inside the material it flows through. These electro
motive forces fluctuate at the same speed as the flux and
similarly create eddy currents normal to the flux path, i.e. the
eddy currents circle around the flux. The eddy current power
loss can be presented as the following equation:

_ Vlam (ﬂfgr)z

= 1
6p/am

ec
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The structure of lamination stack solves the problem of
eddy current losses, but it also brings difficulty in dynamic
analysis. Now, the dynamic analysis, including modal analysis
and eigenfrequency analysis are mostly dealed by Finite
Element Analysis (FEA) through computer, and the most
important work of FEA is to set up an appropriate model.

Il. Two TRADITIONAL LAMINATION MODELS

Of cause, the lamination stack changes the rotor dynamic
effect. Consider the structure of lamination stack, it supplies a
notable mass but only small rigidity to the rotor. That is just
why it is difficult to set up an FEA modal for it. In this paper,
three solution models for this case will be introduced. Two of
them are commonly used and the other is a new one.

A. Middle-Result (MR) Model

There are two excessive situations to simplify the
lamination structure. One is to consider the lamination as a
part of the rotor, which will provide both mass and rigidity to
the rotor, and the FEA eigenfrequency calculated result will
be higher than the true eigenfrequency. The other is to
consider the lamination as additional mass of the rotor,
without stiffness. And then, the eigenfrequency calculated
result will be lower than the truth value. When the lamination
stack is placed near by the stationary point of a bending axis,
or when the lamination stack is just a very small part of a
rotor, its influence to the bending eigenfrequency is not very
strong, and the middle result of these two excessive situations
can be well close to the true value. So it is called Middle-
Result (MR) Model. But if the lamination stack is placed over
the peak of a bending axis, these two excessive situations will
bring to two distinct results, and the middle result of them will
lose its meaning.

B.  Small-Rigidity (SR) Model

Another reasonable model to simulate the lamination
stack is Small-Rigidity Model. It is known that the lamination
will be very rigid when it is pressed by outer force, but when
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it is dragged, it will present to be very flexible, even very easy
to be separated. Also consider the bending modal shape of the
rotor, when the rotor is ideally purely bended, half of the cross
section is under pressed and the other half is under dragged.
So, assume that the lamination has only half rigidity of
common steel, it comes out the half-rigidity model. In fact,
each piece of the lamination stack is coating with the
insulation layer. So mostly, when the lamination is under
pressed, it can not even provide half rigidity of the steel
material, just because the insulation layer is much softer than
the steel. Base on the actual analysis object, some other
models like one third or one fourth rigidity model under
experiences are used. They are here looked like as the similar
method, it is call Small-Rigidity model, which is often used in
special situation when the object rotor has been well studied.

1. LITTLE-SHEAR-MODULUS (LSM) MODEL

Consider the actual lamination stack, to each piece itself,

it has the same basic mechanical character as the ordinary
steel material, but there is little relationship between each
isolated piece of stalloy when the bending deformation is not
very large. When the lamination stack is modeled as a big
block of solid mass, it ought to be such a kind of material
which is hard to be pressed and very easy to be sheared off
between the layers. So, in finite element analysis, it can be
assumed to be an ideal anisotropic material which has little
shear modulus on the plane direction parallel to the steel plate,
this is called Little-Shear-Modulus material model. In
addition, the idea of half-rigidity model is borrowed here, in
the direction parallel to the axis, only half elastic ratio will be
used. The other modulus in the other directions of this model
is kept as usual. This LSM anisotropic material model can
nearly simulate the full mechanical character of the lamination
stack on the rotor.
If this LSM model is used to solve the rotor dynamics
problem, several important factors should be carefully
considered, such as balance of Poisson’s coefficients and the
change of Young’s modulus. These will be shown in the
following example.

As a test of the LSM model, modal analysis of a simple
rotor shown in figure 1 is performed by the above three
solutions. The different bending eigenfrequency results are
compared.

O O]

O

Lamination Stack

i

Bearing Azis

Fig. 1 A beam model for lamination analysis
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To this rotor, its eigenfrequency is largely changed when
the outside lamination stack is added up. Assume the length of
this rotor is 180mm, the rotor diameter is 14.6mm, the
lamination diameter is 40mm, and the bearing stiffness is
1x105N/m, the distance from the AMB to the axis top is
30mm.

A. Material Property

The material of the rotor is assumed to be ordinary steel,
which has the following steel material properties: density pg is
7800kg/m®, Young’s modulus Es is 200GPa, and Poisson’s
coefficient ugis 0.3.

The lamination steel property is differed from ordinary
steel: density p; is 7550kg/m® Young’s modulus E; is
200GPa, and Poisson’s coefficient x; is 0.3. But this property
will be assumed to be different with different model.

MR model will use two different Young’s modulus: Ejy;
=200GPa, Ey, = 0, other material properties are the same.

SR model will use 1/8 of the ordinary Young’s modulus:
Eg, = 25GPa, other material properties are the same.

LSM model will use the following assumed anisotropic
material properties:

Young’s modulus:

EX: EZ: 20069, EY: 100e9
Shear Modulus:
GXY: GYZ: 8067, GXZ =80e9

Poisson’s coefficient:

My = txz= pPzv= pzx= 0.3,
tyx= pyz=0.15

Density:

p = 7850 kg/m?

Here, the Y direction is parallel to the axis direction. And
the six Poisson’s coefficients are not fully isolated, they have
to fit the function show as Eq.2.

Ey-piyy =Ey - fyy
Ey-pizy =E; - iy,
E -ty =Ey-py

And the shear modulus can not be set to zero because of
two reason. One is to avoid the instable of stiffness matrix,
and the other is to represent the friction.

B. FEA model

Except for the material property, these three solutions
will use the same boundary conditions, the same finite element
mesh, and the same FEA software.

Firstly, the FEA calculation is based on 3D model, and a
higher order 20-node 3D solid brick element is used in
meshing. This kind of element has quadratic displacement
behavior, and supports large deflection. The bearing
suspension will be modeled as two directions springs
connection from the middle node of the axis to the fix
boundary, which have the same stiffness as the AMB. This
FEA model is shown in figure 2.

)



1). Fix Boundary
3). Axis
Fig. 2 The FEA model of the beam example

2). Spring Element
4). Lamination

This FEA 3D model includes totally 544 elements and
2832 nodes.
C. Modal Analysis Results

The eigenfrequency of modal analysis results from
different models are listed below:

TABLE |
EIGENFREQUENCY SOLUTIONS

Eigenfrequency Solution | MR SS LSM
(1/8 rigidity)
1st Rigid 53 54 53
2nd Rigid 61 62 61
1st Bending 2816 1918 2114
2nd Bending 6587 4663 3693

The two rigid eigenfrequency is all the same in different
model calculation results, because it only depends on the rotor
mass and the bearing stiffness. But the bending
eigenfrequency results are quite different.

Judging by the frequency, it is hard to tell which model
can give the best result. Thus, the simulated modal shapes of
different models are also compared. It is obvious that the LSM
model gives a quite different bending modal shape to the
others. The following figure 3 shows the 1% bending modal
shape of LSM model result and the ordinary bending modal
shape.

1) Bending of LSM Model
(Displacement scale is largely amplified)

2) Ordinary Bending
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Fig. 3 The 1st bending modal shape

Because each steel plate of the lamination stack is
isolated, when the rotor is bending, these lamination plates are
much easier to be sheared off than to be pressed, which is
correctly showed in the LSM model bending shape. In other
words, the bending of lamination stack is not a theoretical
pure bending, and through an ideal anisotropic material, it can
be well simulated by FEA calculation.

IV. AN EXAMPLE OF AN ACTUAL GRINDER ROTOR

Finally, the LSM model is used to demonstrate the
eigenfrequency of an actual grinder rotor, which is an active
magnetic bearing (AMB) suspending rotor. This grinder rotor
is shown in figure 4.

Fig. 4 The grinder rotor

There are three sections on this rotor using lamination
structural: two for AMB and the middle one for electric motor.
The FEA method with LSM model is used to solve the first
bending eigenfrequency of this rotor. The detail of how to
process the calculation will not be repeated again.

The FEA calculation result of the first bending
eigenfrequency of this grinder rotor is about 1879Hz, and the
experiment test result is about 1800Hz. The relative deviation
of the first bending eigenfrequency which solve by using LSM
model is about 4.4%. And the other eigenfrequencies are not
tested in the experiment.

IV. CONCLUSIONS

The LSM model can well represent the property of
lamination stack. Using the LSM model in FEA modal
analysis can not only get the actual eigenfrequency, but also
can show more actual bending shape of the rotor. This LSM
model will be very useful in solving the dynamics problem of
the rotor with lamination structure.
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Abstract - Manufacturing companies are putting their
utmost efforts to improve their productivity. In order to achieve
this, they introduce various solutions into IT area. Especially,
digital manufacturing has the potential to transform the
businesses environment and significantly improve the
competitiveness. Digital manufacturing supports the whole
manufacturing activities based on digital factory. Here
mentioned digital factory means the computer model that
realizes the integrated modeling of the product, process,
production equipment and environment as for one actual
manufacturing plant. In this paper, we introduce the case studies
of improving productivity using digital factory in the SMEs in
Korea and propose the process modeling system for
manufacturing simulation.

Index Terms - Digital Manufacturing, Digital Factory, Lean
Manufacturing, Manufacturing Simulation, Improving productivity

I. INTRODUCTION

Manufacturing companies are putting their utmost efforts
to improve their productivity. In order to achieve this, they
introduce various solutions into IT(Information Technology)
area. Especially, Digital Manufacturing has the potential to
transform the businesses environment and significantly
improve the competitiveness. Digital manufacturing supports
the whole manufacturing activities based on digital factory.
[1] Here mentioned digital factory means the computer model
that realizes the integrated modeling of the product, process,
production equipment and environment as for one actual
manufacturing plant. [2]

As many automobile companies such as Toyota, GM, and
DaimlerChrysler run digital factory based beforehand
inspection to find out any possible problems caused during
production, the effectiveness of such production simulation
based on digital factory is already proved by many of these
examples. [3][4] The Korean Government puts huge efforts on
planning and implementing of improvement for small and
medium sized companies and KITECH (Korea Institute of
Industrial Technology) is to improve the competitiveness and
technologies of small and medium sized companies in
automobile, machine assembly, electric/electrical,
shipbuilding and aerospace industries by supporting their IT
which can improve their competitiveness and technical skills
by applying IT to the existing MT (Manufacturing
Technology). This paper introduces examples of collaboration
of IT and MT based on above mentioned digital factory and
the system that is being developed to support small and
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medium sized companies and proposes the process modeling
system for manufacturing simulation.

I1. CASES OF SUPPORTING COMPANIES

As it is well aware, significant funds and professional
labor are required for fusion of IT and MT such as building
digital factory. However, most of small and medium sized
companies in Korea are facing difficulties due to lack of
quality labor, technologies and funds for R&D and
deterioration of the facilities. It is essential to find and develop
a core manufacturing competitiveness to cut down the
production cost to increase the productivity and improve
technical skills in order to compete with other oversea
companies who earn their competitiveness with low labor
cost.

KITECH applied the methodology of IT and MT
confusion to two selected small and medium sized companies
and analyzed the caused problems and results of the
application.

A. E Company, Inc.

E company produces robots and automatic line of
distribution system. They want to extend ‘DISK & DRUM’
automatic supply line anew and simulate the line for
prevention of encounter problems.

1) The purpose of project: The purpose of project is to
build digital factory of E company with 3D
simulation model creation of ‘DISK & DRUM’
automatic supply line (Fig. 1) and verify the
production process by simulation analysis. (an
output, the rates of operation of equipment etc.) And
then draw efficient plan.

2) The goal of project: Building the 3D simulation
model of DISK & DRUM automatic supply line.

Verification of the process

Correction of quantitative result and Examination
of achievement of target output per a day.
Checking the rates of operation of equipment and
bottleneck of process.

Suggestion of solution about occurred problems
and weak point.

To-Be planning by analysis of AS-IS.

Used software: DELMIA / QUEST (Discrete Event S
imulation)

4) The result of project: We build 3D digital factory as s

®
®
®

3)
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hown in Fig. 2 by simulation preparation and analysis
of related basic data include 2D layout.

[ Lie]

Fig. 3 Bottleneck states

As the result of analysis of new DISK & DRUM
automatic supply line, two serious bottleneck states are found
as shown in Fig. 3 and it can be big problem causes for
operation of the line. These can be resolved by changing
properties of facilities that are expected to put into the layout
and optimizing the production process which we optimized to
meet the initial target output.

1) Analysis of Simulation Results
- AS-IS Total Output of 20 hours Operation:
Bottleneck State.
- TO-BE (1st ROUND) Total Output of 20 hours
Operation: 14,904EA.
- TO-BE (2nd ROUND) Total Output of 20 hours
Operation: 15,984EA.
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B. M Company, Inc.

M company is manufactures car parts produce part such
as door assembly and panel assembly hood etc. We conducted
prior-simulation because it is necessary to build up the
production line that various systems can be operated due to
the troubles caused by diversification of product type,
subdivision of process, increase of the process scale and etc.

1) The purpose of project: The purpose is to draw out an

efficient solution and prove the production process of
the whole line through the simulation analysis
(output and rate of resource operation) by using 3D
modeling and building digital factory of new front
panel production line.

2) The goal of project: Building 3D simulation of new

front panel manufacturing production line.

- Verification of the process

(® Collect the information whether daily target
output has been accomplished and the
quantitative results.

@ Check the rate of manufacturing
operation and bottleneck sections.

® Check working hours and work efficiency of the
worker.

@ Check expected problems and weak points and
draw out the solution.
TO-BE plan in advance through AS-IS Analysis.

3) Used software: DELMIA / QUEST (Discrete Event S

imulation)

4) The result of project: Fig. 4 shows new production lin

e modeling by Quest.

resources

Fig. 4 New production line modeling by Quest
Below table 1 is a summary of the issues for results of the
simulation. In table 1, we can see whether the bottleneck state

that was occurred during As-Is Model simulation is
happening, the number of times that the bottleneck state
happened and the output differences accordingly while we
also can check the fact that the bottleneck states are all
resolved by correcting the problems through To-Be Model.



TABLE |
ANALYSIS BETWEEN AS-IS AND TO-BE

The The Occurrence of
The simulation time amount of | amount bottleneck or NOT
input of output (Count)
As-ls 54 50 Occurrence (12)
1 Hour
To-Be 54 54 Nonoccurrence (0)
As-Is 430 397 Occurrence (40)
8 Hour
To-Be 430 430 Nonoccurrence (0)
As-Is 1288 1191 Occurrence (105)
24 Hour
To-Be 1288 1288 Nonoccurrence (0)

The modeling tool that KITECH is developing is online
based system which allows ease of use if the user can use the
PowerPoint of MS. GUI (Graphic User Interface) is developed
on web 2.0 based by using Silverlight and the system is being
developed to interwork between various heterogeneous
commercial simulation engine.

Most of time, small and medium sized companies use
excel or depend on their work experiences when they produce
process plan. All expected effects when the system that we
developed applied to an automobile parts manufacturing
company are shown in table 2.

I11. SUPPORT POLICY AND PROPOSED SYSTEM FOR SMES

First of all, the importance of beforehand inspection for
design and manufacturing was carefully reviewed through the
aforementioned example. Irregular and nonscheduled order
and pressure to shorten the delivery are few of the difficulties
that small and medium sized companies are facing. The above
introduced solutions may help to find an appropriate solution
for small and medium sized companies. However, the tools for
such beforehand inspection are very expensive and hard to
use. Despite of these disadvantages, large companies adopt the
system since its effectiveness is already proven but small and
medium companies are hardly able to not only purchase such
system but also employ professional people. Also, in order to
conduct the simulation of the above examples, modeling work
is supposed to be done in advance and this modeling work is
very time consuming and causes many other difficulties.

In regard to process planning, KITECH is currently
developing low price modeling tool for small and medium
sized companies and planning to use this tool for increase of
the productivity and training human resources of small and
medium sized companies while providing technical consulting
to them.

Fig. 5 is a screenshot of the simulation modeling tool
currently under development.
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Fig. 5 Screenshot of process modeling tool

TABLE Il
EXPECTED EFFORTS
The change of The change of The setting up
process planning production line new lines
(The change each (The change each (The change
a day or a week) a month) each a year)
- The method of
input material
- The materials
transport and - Atype of. ) - Setting up new
workers manufacturing line | .
. lines and
Task - The allocation - Removal or
.| arrangement of
processes and supplement working :
oo working cells
working time cells
- Warehouse and
handling products,
etc
- Dependence of - Determination .
A - - Consulting
expert experience | through the meeting
. - h experts
- Using MS-Excel | with the person in .
As-Is - Using
- Occurrence of charge .
- commercial
unforeseen - Impossibility of - -
. . e simulations S/W
circumstances prior verification
) - - Easy cooperation
Easy deC|5|o_n of | . Possibility of prior| with consulting
process planning e . -
To-Be - verification using company using the
using the proposed
system the proposed system| system

For ease of modeling, it provides template for not only
each tools but also each industries and each type of business.
If the user uses the provided templates, he can reduce the
modeling time.

IV.CONCLUSION

As it is well aware, significant funds and professional
labor are required for collaboration of IT and MT such as
building digital factory. However, most of small and medium
sized companies in Korea are facing difficulties due to lack of
quality labor, technologies and funds for R&D and
deterioration of the facilities. KITECH developed the process
modeling tool to provide easy process planning for small and
medium sized companies and we will support small and
medium sized companies by using this system. This system
tool will be provided in online and provides templates for each
industries and types and the library that allows an easy process
modeling. The process modeling system suggested in this
study is under beta-test and will be supplemented through
examples of application of the system to real companies. In
near future, we will introduce examples of application of the
system and services provided to real companies.
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Abstract — A detailed linear stability analysis is conducted on
the flow past a square cylinder inclined at an angle to an
oncoming flow. At shallow incidence angles two distinct three-
dimensional instabilities present as the first-occurring modes in
the wakes with increasing Reynolds number. At incidence angles
below 10.5 degrees, the flow becomes three-dimensional via the
classical Mode A instability seen behind circular cylinders.
However, at higher incidence angles the wake experiences a
period-doubling bifurcation as a subharmonic instability
develops in place of the Mode A wake.

Index Terms — Square cylinder, three-dimensional, wake
instabilities.

|. INTRODUCTION

The flow past a square cylinder serves as a model for
myriad applications in engineering, including offshore
structures, buildings, bridges and pylons. These flows are
characterized by the Reynolds number, which relates inertial
to viscous effects in a flow. At low Reynolds numbers the
flow is steady and laminar, and at higher Reynolds numbers
the flow transitions first to time-dependent flow and then to
three-dimensional flow, before eventually becoming turbulent.
Three-dimensional transition in the flow past cylinders leads
to abrupt changes in vortex shedding frequency and both lift
and drag characteristics. It is therefore of interest as these
transitions can have serious implications for the predictions of
loading and fatigue of structures.

A useful method for analysis of three-dimensional
transition in wake flows is linear stability analysis, which
yields growth rates (o) for linear three-dimensional instability
modes with given spanwise wavelength A growing on a two-
dimensional base flow. A Floquet linear stability analysis was
conducted by [1] on the wake of a circular cylinder. Their
analysis accurately predicted the critical Reynolds number,
spanwise wavelength, and spatio-temporal symmetry of the
first-occurring  three-dimensional instability, and their
predictions matched very well to laboratory observations [2,
3]. Mode A emerges at a Reynolds number (based on
freestream velocity and cylinder diameter) of Re = 180-190,
and it is characterized by a spanwise wavelength
approximately 4 times the cylinder diameter. The wake
subsequently transitions to a second three-dimensional mode
(Mode B), over Re =230-260, which is characterized by a
shorter spanwise wavelength of approximately 1 cylinder
diameter. This second mode was also predicted by [1].

These modes have subsequently been found to be common
to other extruded geometries, such as slender rings facing an
oncoming flow [4, 5], staggered tandem circular cylinders [6],
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and cylinders with square cross-section [7, 8]. For these
geometries, Mode A is usually observed at a lower Reynolds
number than Mode B. In addition, a number of studies have
also detected a third instability mode in these systems. For
circular cylinders [9] and square cylinders at zero incidence
[8], a quasi-periodic mode is predicted, whereas behind rings
[10, 11] and inclined square cylinders [12, 13], a subharmonic
mode is predicted. These modes are distinguished by their
temporal properties arising from the respective eigenvalues of
the evolution operator of the linearized Navier—Stokes
equations used to determine the stability of the flow. A
subharmonic eigenvalue lies on the negative real axis, whereas
a quasi-periodic mode occurs as a complex-conjugate pair. A
subharmonic mode invokes a period-doubling of the flow once
the instability develops, whereas a quasi-periodic mode has
the physical effect of introducing a new frequency into the
flow. Analysis by [14] has shown that quasi-periodic modes
are permitted in flows exhibiting a half-period reflective
symmetry about the wake centreline (e.g. a square cylinder at
zero incidence), whereas those systems do not allow a
subharmonic mode. In contrast, subharmonic modes are
permitted in systems which break this symmetry (e.g. an
inclined square cylinder).

The system under investigation is shown in Fig. 1. It
comprises a cylinder with a square cross-section inclined at an
angle o to the oncoming flow, placed perpendicular to a
uniform flow with speed U. The square cross-section has side
length d, and the characteristic length is taken to be the
projected height of the cylinder facing the oncoming flow, h.
This gives a Reynolds number

Uh
Re = —,
v
where v is the kinematic viscosity of the fluid. The control
parameters for the system are Re and a.

Laboratory investigations have previously investigated
square cylinders at both a zero incidence [15] and at
inclination [16]. These studies employed dye visualization
and hot-wire measurements to elucidate transitions in the flow,
and proposed the first map of two- and three-dimensional
regimes in the Reynolds number-incidence angle parameter
space for inclined square cylinders. A linear stability analysis
[12], supported by direct numerical simulation, determined
that the first-occurring three-dimensional transition behind
inclined square cylinders was Mode A at incidence angles near
0° and 45°, and a subharmonic mode (Mode C) at intermediate
angles.  The subharmonic mode was most unstable at
approximately a = 25°, and the transition Reynolds number
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Fig. 1 A schematic representation of the inclined square-cylinder system,
showing inclination angle a, characteristic length scale h, and free-stream
velocity U.

increased substantially towards both 0° and 45°. At a zero
incidence angle, [8, 12] identified a quasi-periodic mode,
which was predicted to become unstable well above the
critical Reynolds numbers for Modes A and B, but no
evidence was found for the quasi-periodic mode at non-zero
incidence angles. However, that analysis was only conducted
at 7.5° increments in incidence angle, which raised a question
as to whether the subharmonic mode immediately replaces the
quasi-periodic mode the instant that the wake symmetry is
broken at non-zero incidence angles, or whether the quasi-
periodic mode persists at small non-zero angles.

Ref. [17] sought to address this question by investigating
the effect of breaking reflective wake centreline symmetry at
small increments. It was found that the quasi-periodic mode
persisted while the symmetry-breaking was small but finite,
and as it was further increased the complex-conjugate pair of
eigenvalues smoothly migrated towards the negative real axis
where it split into a pair of subharmonic eigenvalues. This
study demonstrated that with increasing incidence angle, the
quasi-periodic mode changes into the subharmonic mode,
rather than being replaced by it through the emergence of a
distinct eigenvalue.

A more recent numerical study [13] calculated the stability
of an inclined square cylinder flow at a number of additional
incidence angles, refining the Reynolds number-incidence
angle regime map. Two notable features arose from their
results: firstly, in keeping with the results of [17], the quasi-
periodic mode branch was found to extend to non-zero
incidence angles (they detected the quasi-periodic mode up to
approximately 2°, but included no data on the quasi-
periodic/subharmonic branch up to o =10.2°), and secondly,
while interpolation suggested in [12] that the crossover from
Mode A to the subharmonic mode occurred at approximately
12°, [13] detected the subharmonic mode and not Mode A at a
lower angle of 10.2°. Thus [12] over-estimated the threshold
incidence angle for the crossover from Mode A to the
subharmonic mode, and considering the data in [13], the
crossover could potentially occur anywhere down to 7.5°.
Furthermore, why is Mode A not detected at all at a=10.2°?
The present study addresses these questions through a more
detailed stability analysis of the inclined square cylinder wake.

Il. NUMERICAL TREATMENT

A two-dimensional code [18, 19] employing a nodal
spectral element method for spatial discretization and a third-
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order time integration scheme based on backwards
differentiation is wused to solve the time-dependent
incompressible Navier—Stokes equations. Linear stability
analysis is performed by evolving a three-dimensional
perturbation on the two-dimensional base flow using the
linearized Navier—Stokes equations [1]. Stability eigenvalues
are determined using the ARPACK package [20], where the
complex eigenvalues are Floquet multipliers (u), and
eigenvectors give the instability mode shape (for details see
[12, 17]). Floquet multipliers represent amplification factors,
and relate to the exponential growth rates (c) of modes
through o = log|u| /T, where T is the temporal period of the
base flow. A Floquet multiplier with |u| > 1 corresponds to a
positive growth rate (¢ > 0) and an unstable mode.

The meshes employed here were adapted from those
employed for the square-cylinder calculations in [17]. The
domain size and element distribution were maintained for all
incidence angles. The meshes have 644 elements with a
polynomial degree 9. The distances from the cylinder to the
upstream, transverse, and downstream boundaries were 20h,
20h, and 35h, respectively. On all boundaries except the
downstream boundary a high-order Neumann pressure
gradient boundary condition was imposed to preserve the
third-order time accuracy of the computations [21], and on the
downstream boundary a constant reference pressure was
imposed. A uniform horizontal velocity was imposed at the
upstream boundary, and stress-free conditions were imposed
on the transverse boundaries. A no-slip condition was
imposed on velocity at the surface of the cylinder, and a zero
normal gradient of velocity was weakly imposed naturally on
the downstream boundary by the Galerkin treatment of the
diffusion sub-step of the time integration scheme.

The aim of this study is to develop a detailed map of
transition regimes at small incidence angles. Hence incidence
angles over 0° < a < 12° are computed at approximately 1°
increments.  Analysis was targeted at narrow ranges of
Reynolds numbers and spanwise wavelengths surrounding the
dominant modes, minimising the intervals between data points
and enhancing the precision of the predictions. Polynomial
curve fitting was used to determine the wavenumber m (which
relates to the spanwise wavelength through A/h = 2a/m)
corresponding to the peak growth rate for an instability mode
at a given Reynolds number, and interpolation was performed
to find the critical Reynolds number and wavenumber at
which the mode first becomes neutrally stable (i.e., zero
growth rate). Typically, 15 to 20 Floquet multipliers were
computed to obtain each critical Reynolds number in the
results to follow.

I1l. RESULTS

A. The Mode A Branch

Fig. 2 shows the key Reynolds number curves for the
Mode A instability branch at small angles. At a=0° the
present stability calculations for the onset of the Mode A
instability are in agreement with [12], predicting Reg; = 164 at
a wavenumber m = 1.24. With an increase in o, the critical
Reynolds number for the onset of the Mode A instability also
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Fig. 2 Critical Reynolds numbers for the Mode A instability plotted against
incidence angle. The unstable region of the parameter space is shaded, and a
dashed line marks the point at which the maximum growth rate was found in

the Mode A waveband for each incidence angle.

increases. Unusually, for a given a, the growth rate reached a
maximum value, before subsequently decreasing again at
higher Reynolds numbers. The Reynolds number for peak for
Mode A growth rate is predicted to be Re = 224 at o =0°; it
increases to Re = 244 at o. = 5°, and at higher incidence angles
the peak occurs at lower Reynolds numbers. With increasing
incidence angle, the Mode A instability was unstable over a
decreasing range of Reynolds numbers. These computations
predict that by o=10.5°, the Mode A waveband is not
unstable for any Reynolds numbers considered in this study.
At a = 10.5°, the critical Reynolds number at which Mode A
grazes the neutral stability threshold is Re = 200. This shows
that the flow becomes less sensitive to the Mode A instability
as the incidence angle is increased from 0°.

The achievement of positive growth rates for the Mode A
instability in these computations at o = 10.2° (and indeed up to
a =10.5°) is in contrast to the calculations in [13], where
Mode A was not detected at o = 10.2°. Given the close (but
not exact) agreement between their critical Reynolds number
curves and those of [12], the differences between the two sets
of computations may be attributed to the different domain
sizes and numerical techniques employed in the two studies.
It is highly likely that the suppression of Mode A observed in
the present calculations most likely occurred at an incidence
angle just below o = 10.2° in their model, which explains their
detection of only the subharmonic (Mode C) instability at that
incidence angle.

B. Subharmonic and Quasi-Periodic Modes

The critical Reynolds number curve for the quasi-
periodic/subharmonic mode branch is shown in Fig. 3.
Ref [17] showed that the transition from quasi-periodic to
subharmonic eigenvalues occurred at an incidence angle of
a = 5.9° for a cylinder with a square cross-section. That study
conducted the stability analysis at a constant Reynolds number
(based on the cylinder side length) of Rey = 225. At a =5.9°,
this corresponds to a Reynolds number here of Re =247. At
that Reynolds number the Floquet multiplier resided inside the
unit circle (Ju| < 1), which corresponds to a decaying mode
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Fig. 3 Critical Reynolds numbers for the quasi-periodic and subharmonic
modes plotted against incidence angle. Black and white symbols denote
modes with quasi-periodic and subharmonic eigenvalues, respectively.

and a stable flow. In this study eigenvalues are determined at
precisely the transition Reynolds number and peak
wavenumber for all incidence angles. At the critical Reynolds
number, the shift from quasi-periodic to subharmonic mode
characteristics occurs somewhere between o=2° and 3°, in
good agreement with [13], which detected a quasi-periodic
mode at o =~ 2°.

At o =0° the mode has a critical Reynolds number of
Re, = 214, consistent with [12]. The critical Reynolds number
increases with incidence angle to a maximum of Re, = 260 at
o~ 6°, before subsequently decreasing with further increases
in a. The trend of the critical Reynolds number rising over
0°<a< 6° and falling beyond a~6° closely mirrors the
trend in the maximum growth rate of the Mode A instability.

Highlighting the consistency across the quasi-periodic and
subharmonic states, Fig.4 shows the perturbation fields at
several incidence angles along the neutral stability curve. The
topologies of the perturbation field mode structures are
qualitatively consistent across these incidence angles,
supporting the view that the quasi-periodic and subharmonic
regimes are part of the one mode branch. No sudden change
in structure is detected through the switch between these
regimes.

IV. SUMMARY AND CONCLUSIONS

This study provides a clearer description of the stability of the
wake behind an inclined square cylinder than is available from
earlier attempts to map these regimes [12, 13]. The updated
regime map is plotted in Fig. 5. This study demonstrates that
with increasing incidence angle from o = 0°, the flow is first
unstable to the Mode A instability. This mode is progressively
suppressed, so that by o = 10.5° the flow is no longer unstable
to Mode A. Thereafter, the first-occurring instability is the
subharmonic Mode C instability. As the incidence angle
approaches 45°, which corresponds to a recovery of reflective
symmetry about the wake centreline, [12] showed that
Mode C is replaced again by Mode A as the first-occurring
instability mode.
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Fig. 4 Contour plots of the horizontal component of velocity in the
perturbation field of the dominant mode in the quasi-periodic/subharmonic
waveband at the neutral stability threshold (the curve in Fig. 3) at several
incidence angles. Light and dark shading correspond to positive and negative
velocities, respectively.
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Fig. 5 The updated regime map for linear instability modes in the wakes
behind inclined square cylinders, with critical Reynolds number curves plotted
against incidence angle. The various modes are labelled, and dash-dotted
lines are used to mark important incidence angles in the parameter space. The
terms “QP” and “C” refer to the quasi-periodic and subharmonic (Mode C)
parts of that transition curve.

This study also shows the critical Reynolds number curve
for the quasi-periodic mode branch to be unbroken. While this
mode is not the first-occurring instability for o < 10.5°, and
therefore may not be detectable at these incidence angles in a
physical setting, this finding is important from the perspective
of understanding the relationship between quasi-periodic and
subharmonic instability modes in generic time-periodic flows
exhibiting the same spatio-temporal symmetry properties as
these flows.

This study has also shown that at the critical Reynolds
number, the switch from quasi-periodic to subharmonic
properties occurs between a~2° and 3°. The combination
between these results and those in [17] could potentially be
used to seek a universal criterion for the critical amount of
asymmetry required to invoke the subharmonic switchover.
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Abstract - Numerical solutions for nonlinear
equations and systems of nonlinear equations have
always appealed greatly to people. Newton method
is a universally acknowledged classical algorithm.
This paper probes into the third-order semilocal
convergence of a variant of Newton method or
Traub formula for the systems of nonlinear
equations and presents the numerical examples for
proving the correctness of the analysis of such
convergence and confirming the efficiency and
feasibility of the iterative formula. That is, we
extend the iterative formula from one dimension to
n dimensions and get its convergence ball.

Index Terms - systems of nonlinear equations;
Traub formula; semilocal convergence;
convergence ball

|. INTRODUCTION

In terms of the following systems of nonlinear equations:
F(x)=0, 1)

where F: R" — R" is a given vector of nonlinear functions,
we can adopt the classical Newton method and quasi-Newton
method to find the solution [1]. Newton's method is one of the
most elementary, popular and important one. One of the
advantages of the method is its local quadratic convergence.
Following is the iterative formula of a variant of Newton
method we use to solve the above systems (1):

X, =%, = F'(x) TF(x)+ F(y)], 2
Thuswecanget y =x —F'(x )" F(x ) by using Newton's
method. Traub presented the one-dimension form as well as
its efficiency and asymptotic convergence constant of (2) in

his works [2]. Now we change (2) into the equivalent form in
n variables as follows:

{ y, =% —F'(x)"F(x),

X0 =Y, = F'(x)F(y,).
* This work is supported by Science-Research Foundation of Beijing Union
University(No. zk200910x)

@)

978-0-9831693-1-4/10/$25.00 ©2011 IERI

185

Zheng Quan

College of Sciences,
North China University of Technology, Beijing 100144,
China

zhengg@ncut.edu.cn

The above iterative formula (3) is divided into two steps. In
the second iteration step, we have known y, and F'(x ).

Now we only need to calculate a new value of function F(y, ).

In this paper, we extend Traub formula to n-dimension and
analyze the semilocal cubic convergence of the iterative
formula (2) and present the numerical examples in the
following part.

I1. SEMILOCAL CUBIC CONVERGENCE
The cubic convergence analysis of formula (2) is deduced as

follows.
Construct a majorant function:

htty=Kt*/2-tly+nly, 4)

where K,y,n7 >0, such that
||F’(x0)’1 <y, IFex)=mly; (5)
[F'0)-F'(y<K|x-y|, when|x-x||<1/Ky. (6)

Apply the iterative formula (3) to h(t), we get the following
result:

0

s, =t —h'(t)"h(t,)
., =5, ~h'(t)"h(s)
Lemmal If a=Kypy <62-8<1/2 , then
(a) h(t) has two positive real roots:
t=(l-v1-2a)p/a,t” =(Q+J1-2a)y/a;
(b) The sequences {t,} and {s } satisfy the following:
0=t <s,--<t <s <t <s --<t;
©t -t <(N22)" 12 - (22)T )t - 1),
A=01-V1-2a)I0+1-2a).
Proof Obviously (a) holds.
As for (b), because s, —t =-h'(t )"h(t ) >0 and

t —-s =-h'(t)'h(s)>0, thent <s <t _.Nn=012--
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Letu =t -t ,v =t" -t ;a =t —s_,b =t —s_,then
h(s,)=Kab /2,h'(s)=K(a, +b)/2,ht)=Kuv /2,
h(t)=—Ku +v)/2,
anda =u —U\V /(U +Vv )=u2/(u, +v),

b, =v, -uV, /(u, +v,)=Vv2/(u, +V,),
u,, = +2udv )/, +v,)% v =i +2vu ) /(u, +V,)*,
that is,
u, /v, <2U, IV, ) <2°2° 27 (U, 1V,) < (N22)° IN2.

n+l

It is obvious that when (\/;1)‘ -0, u —0,andthent >t
Therefore, (b) holds.

Substitute v_ =t~ —t" +u_ into the above inequation and we
have (c).

Lemma 2 Suppose F(x) satisfies (5) and (6), then the
sequence {x } resulting from the iterative formula (2)
satisfies:

@x, eS(x,.t), [F) | <-he)",

MFe)=h), [y, -x ] <s, -t,,
©[Fu)=nes,), % -y l<t., —s,.
Proof As |[F'(x)"[|<7,
[F'(x,) = F'(x)||< K[x, =% [|=n"(x, = x| +1/ 7 <1/ y , then

F'(Xn )" exists by Banach Lemma and
|IF/()7]| < -h'¢

From (2), we know that

F(y,)= _Ll[F'(Xn +1(y, —x,)) = F'(x)ldt(y, - x,) and

Xn - )(0”)71 '

F(x,) = F(y,)+ F ()0, —y,)+ [ [F'(y, +t(x,, —y,) - F (y,)lek(x, , - y,) Besides, as [|F(x,)

Then we prove Lemma 2 by assumption of induction. When
n=0, (a), (b) and (c) hold. In fact,

x, €S(x,t), [F'(x)"

”yo —-% " = ||_F'(Xo)71 F(Xo)

<y=-h()"

<-h'(t)IN(t,) =s, - t,;

IF eyl < [ Kkelly, - x|l dt < K/ 2(s, - t,)°
=K /2(s, —t,)" +h'(t,)(s, —t,)+h(t) = h(s,) ,

||X1 - yo” < ”_F'(XO)F(yo)" < _h'(to)ilh(so) = tl -5,
Assume (a), (b) and (c) hold when n<m, then

Xm~1_xm = Xm+1_ym +ym _Xm S Xm+1_ym + ym _Xm :tm+1_t
Since||x,, - x,[ <D (., ~t) =t ~t <t then
n=0
X, € S(Xo,t*) ;
||F'(mel)71 < _h’( Xoi Xoll)i1 < _h’(tmwl _to)i1 = _h’(tm<1)4;

m
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IF(x,.)
[FO)-FOIF ) RO+ [IF O, #1010 - F O, lx,, - .)
<[ -F )R ) IF G+ K, =y, 72
<K|x, -y, [[-h'ct,)"In(s,) + K(t,, —s,)° /2
=[h'(s,) - h'(t )I[-h'(t, )’1]h(sm) +K(t, ., - sm)2 /2
=h(s,)+(t,, —s )h'(s,)+K(,  —s)/2=h(t );

+ K

Yo = Xoull = ||_F’(Xm+1)71 F(Xm+1) < _h’(tmq)?lh(tmﬂ) =S, tm+l ’
IF Q= Ko =%/ 240065, 1,0 + () = RS, )
Xove ™ Youll = ||_F’(Xm<1)71 F(ymn)" < _h’(tmu)h(sm»l) = trmz —S..

So (a), (b) and (c) hold.
Thus Lemma 2 is proved.

Theorem1 Let F:D < R" — R" be Frechet differentiable in a
convex set S(x',5) = D, with F(x) satisfying (5) and (6).

Ifa = Ky <63/2 —8<1/2, then the sequence {x } resulting
from the iterative formula (2) is third-order convergent to the
unique solution x e S(x,,t") and

||xn - x|| <t-t < (x/E/I)gn « —t')/(x/i— (\/5/1)3n ).
Proof As K>0,7>0,n>0and a«<62-8,then
0<+/24<1. From Lemma 1 and 2, we have{x |} remaining
in the ball S(x,,t") and

S tr\+

X, —X

n+l

<t -t ,then

n

X

n+m

- X, _—t .Since {t } >t ", {x } is Cauchy
sequence, which has a limit. We denote it as x" . Then when
mo o, [x, -x7|| <t -1 < (22" 12 - (22)" e 1),
<h(t,) and

lim||F(x )| <limh(t,) =h(t") =0, then F(x')=0.

Finally, to show uniqueness, we suppose y” e S(x,,t™) be
another solution for F(x) =0, then,
we have
1
<]

1P +00¢ -y Ndo-F'(x)
<Dy +0(x - y) - xo|pde

gj:K[(l-a)

FIy +0(x —y") - F'(x,)[do

' =%+ 6x -x[de

<K[Ta-0)t" +0r1do <K +t)/2 <Kn/a =Y B,

where0<g<1.
By Banach Lemma and the median value theorem, we get that

L= .[:F "(y"+6(x" -y ))de isnon-singular;
and
0=F(X)-F(y)=[[F(y +0(x -y )doKX - y)=L(x -y,




Therefore, we obtain y" = x".This completes the proof of
Theorem 1.

I11. NUMERICAL EXAMPLES

Now apply the above formula to the following systems of
nonlinear equations.
3x, —cos(x,x,)-1/2=0

X —81(x, +0.1)" +sinx, +1.06 =0
e +20x, + (107 -3)/3=0

Example 1.

Give an initial guess x, = (0.1,0.1,-0.1) and
D={x|-1<x <1i=123}.

Using the iterative formula (2), we get the following

numerical result:
Table 1

k Xi(k) X;k) X;k)

1 0.499985832592680.00878774734579 0.52316688002454
2 0.500000256581610.00002819234869 0.52359803671133
3 0.500000000000010.00000000000112 0.52359877559827
4 0.500000000000000.00000000000000 0.52359877559830

k e, r IF (x|

1 0.008798 0.58939 0.1484

2 2.820e-05 0.59112 4.559e-04
3 1.120e-12 0.59113 1.817e-11
4 0.0 0.59113 1.790e-15

X" =(0.5,0,-7/6)", e, :ka - x*H, ne=[% = %|-
Starting with initial values x, =(0.1,0.1,-0.1)", we find the
solution inside the ball whose center is x, and radius is
0.59113.

2 2 2

X, +X,+x; =1
2 2

2X X, —4X, =
2 2 2

3X;, — 4X, +X;

Example 2.

Give an initial guess x, = (0.5,0.5,0.5)" and
D={x|-1<x <1i=12,3}.

Using the iterative formula (2), we get the following

numerical result:
Table 2

k X0 X0 X% % — |

1 0.67625000000000 0.62300000000000 0.34325000000000 0.2660
2 0.69827680505888 0.62852407959171 0.34256418976030 0.2839
3 0.69828860997151 0.62852429796021 0.34256418968957 0.2839
4 0.69828860997151 0.62852429796021 0.34256418968957

Starting with initial values x, = (0.5,0.5,0.5)", we find the
solution x" ~ x, inside the ball whose center is x, and
radius is 0.28394.

4x,+0.1e* - x,-1=0

Example 3.
0.5%x> —x, +4x,+0.1=0

Give an initial guess x, =(0,0)" and

D ={(x,%,) e R*||x|<0.5,x,[<0.5}-
By simple computation,
[F'Oo0=F' I =lx=wl, <lx-y[, Let k=1, we
can get
$=0.328,17=0.2985, 0 = K 85 =0.098 < 6+/2 — 8.
Furthermore, we also obtain the radius

r=t" =0.315. Using the iterative formula (2), we get the
sequences {x,} convergent to the unique solution x” ~ x,

inside the ball s(x,,0.315) = D. Numerical results are as
follows:

Table 3
k X x5 IF )
1 0.22487102521119 0.02476114473255 5.464e-004
2 0.22492104815252  0.02490657730038 5.979e-015
3 0.22492104815252  0.02490657730038 5.979e-015
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In this paper, we extended the Traub formula from one
dimension to n dimensions and proved its semilocal
convergence. From the above numerical results, we can see
that the formula this paper probes into is third-order
convergent when used to solve the systems of nonlinear
equations. Therefore, the application of such formula to the
systems of nonlinear equations is efficient and feasible. In
addition, this formula can be used to find the solutions to
discretized nonlinear partial differential equations.
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Abstract - The product development in equipment manu-
facturing industry has been constrainted by serial design for a
long period of time. The implementation of concurrent
engineering takes all elements of product lifecycle well into
account while in the process of concept design. It aims at the
corporation of all departments, so as to realize the TQCS goals.
The content and research status of CE are discussed, moreover,
its application and development trend for product development
in equipment manufacturing industry are further expounded.
It is able to reduce the development cycle and cost dramatically
by implementing CE, thus keep the enterprise competitive in
the market.

Index Terms - Concurrent engineering;
equipment; Process integration; Product lifecycle

Metalforming

. INTRODUCTION

The serial design has been applied in product development
in equipment manufacturing industry for a long period of
time, it follows the sequence of concept design--parts design-
-process design--manufacturing—practise test—redesign [1].
So developing new product with higher quality & higher
capability with lower cost in the shortest time becomes new
focus for the market competition. Concerning the problem of
long cycle, high cost and low quality, Institute of Defense
Analysis U.S.(IDA) proposed concurrent engineering(CE)
concept for the first time in Oct.1988 by presenting a report
named the role of concurrent engineering in weapons system
acquisition[2]. The implementation of CE changes the
organization structure, produce mode and the way people
think for traditional manufacturing industry greatly,
moreover, it aims at product lifecycle management, and has a
significant meaning in improving enterprise’s core
competiveness and ensuring it to response to user
requirements rapidly.

Il.  CONNOTATION AND RESEARCH OF CE

A. Definition & characteristic of CE

The concurrent engineering represents a comprehensive
philosophy of business, engineering, and management[3,11].
Its innate character is process integration, including synergy
and concurrent [4,5]. Fig. 1 shows the temporal relation
between serial engineering(SE) and concurrent engineering
(CE). The serial engineering adopts “thrown over the wall”
design method while CE completes product development
concurrently and then modifies the design by analysis and

* This work is partially supported by CAS. Grant # 20090925 to W.P. Ruan
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evaluation in order to obtain the optimal scheme. CE has 4
characters, such as concurrence, constraints, coordination
and fast feedback [2].

Many researchers define the CE from different point of
view, however, the most representative and popular
definition is the one given by Winner R.l. America:

Concurrent Engineering is a systematic approach to the
integrated, concurrent design of products and their related
processes, including manufacture and support. This approach
is intended to cause the developers, from the outset, to
consider all elements of the product life cycle from
conception through disposal, including quality, cost,
schedule, and user requirements [6].

P
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design design
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Fig. 1 Temporal relation between design activities of CE and SE

B. Research status of CE

The research achievement and application of concurrent
engineering in foreign enterprises, such as Boeing, Ford,
Motorola, GE, are quite notable. Moreover, there is a famous
theory overseas about CE called shadow pricing, it means the
product design process only takes 5% out of the total cost,
but it determines 85% of the total cost as shown in Fig. 2
[7,8]. Also, there is a notable “28 principle”, it indicates the
product design process only takes 20% out of the total
lifecycle, but it determines 80% of the total cost, thus ERP
(Enterprise Resource Plan) can only be operated within the
left 20% [6]. Nevertheless, domestic research of CE is still at
the preliminary stage, and the research of CE in metal
forming equipment manufacturing is still a new issue though
certain progress has been made since it was introduced in
1992.

C. International research status

The R&D of all aspects for CE general framework
overseas involves in two levels: national level and enterprise
level. For national level, U.S. Defense Ministry Advanced
Defense Technology Research Agency spent $400M in
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establishing CE research center in West Virginia University,
and did research on all aspects for CE general framework.
While for enterprise level, only in management or several
technical measures of CE were implemented, such as DFM
(Design For Manufacturing), DFA (Design For Assemble) &
QFD (Quality Function Deployment). All in all, the
international research & application of CE can be divided
into 3 stages as follows [9]:

1) Research and preliminary practice (1985-1992), such as
DARPA /DICE Plan supported by U.S. Department of
Defense, European ESPRIT 1I&IIl Plan, Japanese IMS Plan,
etc.

2) Application in enterprise(1991-1996) ,such as Boeing
777,737-X, McDonnell Douglas, Northrop B-2 bomber;
Lockhead / Thaad missile development; Ford 2000 C3/P,
Chrysler Viper, Renault; Simens, DEC, HP, IBM, GE , etc.

3) New development age(after 1995), the new technique
appears constantly, such as reusable product development
methods, network technique in collaborative design, virtual-
reality technique in design, design methodology for product
life cycle, product data reuse based on knowledge, product
data management and share technique, etc. Reference [10]
did research on CE manufacturability critic theory based on
the blackboard architecture framework of several experts,
and it was being implemented in large shell parts
manufacturing successfully. Reference[11] did research on
the integrated develop supported environment (IDSE) for CE,
IDSE supported the integration of two fields, both data and
function, and it was being implemented in the ARPA
RAPIDCIM project and at the Air Force Logistics Center at
Oklahoma City.

D. Domestic research status

Tsinghua University & CASIC(China Aerospace Science
and Industry Corporation ) spent tens of millions RMB in
doing research on general framework of CE, but it was
hardly used in enterprises because of develop ability,
ROI(Return On Investment) and management tactic. In order
to participate in the international competition of equipment
manufacturing, the product development ability should be
improved and CE is one of the best strategies for it. The
research and application of CE in China includes several
stages as follows [12]:

1) CE pre-research (before 1992), several CE projects
were granted by 863/ CIMS (Computer Integrated
Manufacturing System) plan and NSFC(National Natural
Science Foundation of China), such as DFM, concurrent
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design method study,
simulation study, etc.

2) In 1993, 863/CIMS center organized Tsinghua
University, Beijing University of Aeronautics & Astronautics,
Shanghai Jiaotong University, Huazhong University of
Science & Technology and Beijing Aerospace Corporation
No0.204 Institution to build CE feasibility demonstration team,
and proposed to do key research on CE based on CIMS
experiment.

3) On May, 1995, 863/CIMS center approved and initiated
the important CE key technique project, and invested large
amount of money to do research on CE methods, key
technique and its application.

4) May,1995 to Dec.1997, research on tackling CE
critical issue was carried out. From 1998 till now, great CE
research achievement has been acquired and further research
is being done. Reference [13] proposed a human oriented
knowledge-based distributed collaborative design system,
and CE was being implemented in QRRS(Qigihar Railway
Rolling Stocks) as the first step towards this system.

develop process modeling &

Ill.  RESEARCH OF CE IN METALFORMING EQUIPMENT

DEVELOPMENT

As Chinese backbone industry of civil economy,
manufacturing industry involves in civil economy’s future
and national security, thus determines the national
comprehensive strength and international competitiveness.
Metalforming equipment is one of machine tools for
manufacturing industry, it is an important strategic unit of
our national economy and the fundation of mechanical
manufacturing industry[14].

A. The development mode of metalforming equipment
based on CE

In  traditional metalforming  equipment  product
development mode, there is a rigid development program. It
divides the develop process into several stages: feasibility
analysis, requirement analysis, system analysis, schema
design, detail design, processes formation and manufacturing,
etc. Moreover, each stage is separated by clear boundaries
between them as shown in Fig. 1, and each one also has
complete document record. The periodic future of traditional
development mode is very obvious with one-way style
information flow, therefore, finding and resolving the
problem of manufacturability & assembly in time is nearly
impossible though for the experienced designers [2].

The development mode for metalforming equipment
product based on concurrent engineering aims for short
development cycle (Time), high quality(Quality), low cost
(Cost), and good service ((Service) which is shorted for
TQCS goal[15]. By organizing a multidisciplinary team that
consider various elements for the whole product life cycle at
the beginning of design, and forming the unitive
development mode, it can realize the development
integration and process integration of the product, thus make
sure the product has good manufacturability, assembling, and
maintainability even at the design stage. It reduces the
redesign times, and keeps the product competitive in the
market.

In the development mode based on CE, each designer can
work in the CAD station like before. With the help of
appropriate  communication tools, product database and



network, the designers can communicate with each other and
also can call important data such as criterion, material
information from product database freely. Based on the
requirement, everyone can modify their own design
according to other’s requirements, and also can ask others to
reply their requirements. Moreover, the design group can
work concurrently and harmoniously with the coordination
mechanism as shown in Fig. 3 [16]. So it is obvious that the
development mode based on CE is concurrent in broad view,
and serial in microscopic view.
Process engineer

. Product & ‘mc} Structure
Client ; £ %/ eugingers
Product database )
Sales ; - ; Mamifacturing
engineers -, Cterprise LAN - engineers

Quality engineer
Fig. 3 Development mode of metalforming equipment based on CE

B. The core content of implementing CE

The framework of CE refers to decision layer, application
layer and service layer, and its core content includes four
aspects: development team reconstruction, support of the
collaborative  work environment, product definition
digitalization and design process reconstruction[15].

1) Development team reconstruction. Building IPT
(Integrated Product Team) with representatives from
departments of sales, purchases, technique, quality control,
manufacturing, etc. Given the relevant responsibility and
right by the superior departments, IPT is responsible for the
quality of the products they developed, moreover, it forms
the develop schedule and commits the work of each
department.

2) Design process reconstruction. Aiming at the overall
optimization, it converts the traditional serial develop process
to integrated & concurrent process and implements the
design of body structure, hydraulic system, and control
system by ways of team work & concurrent design on
enterprise’s CAD platform foundation. The process
parallelization mainly refers to the participation of
downstream process in the early period of design rather than
that of activities. Another aspect is process improvement,
which aims at improving the efficiency of information flow
& share for metalforming equipment products.

3) Product definition digitalization. Including product
digital modeling, definition of digital tools and information
integration, such as DFA, DFM, CAD /CAM/CAE[17].
For example, dividing the whole body model of
metalforming equipment into several parts(such as slider,
body, bedplate, base and upper beam, etc.) by building the
whole skeleton line model of the body using layout in Pro/E
and skeleton line function. Each part is modeled individually,
and their design criterion & standard are identical. Finally,
all the parts are integrated together for the complete body
model.
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4)  Support of the collaborative work environment.
Referring to the internet, PDM (Product Data Management)
and computer platform that used for supporting the IPT. The
environment is based on WAN (Wide Area Network), and
provides the function of multi-media E-mail, document base,
electronic notice, project management, electronic review and
meeting management, etc.

C. Strategy for implementing CE in metalforming
equipment development

The implementation of CE for metalforming equipment is
a complex systematic engineering, it should be carried out
through the proper processes.

1) Subdivide the project. The further subdivide of project
is the key to implement CE at the develop stage. It
subdivides each step of the traditional product development
process further into more activities (include marketing,
product design, processes design, sample machine
manufacturing, small scale trial-manufacture, finalized
production, etc.), and the next activity begins while the last
activity is partly completed. So it breaks the boundaries
between activities by concurrent cross process, thus reduces
the development cycle dramatically [18].

2) Engineering analysis. In order to reduce the risk during
manufacturing and assemble for the product, and make sure
the product has good manufacturability, assembling and
maintainability while in the process of design, the
manufacturability and assembly are analyzed with DFM and
DFA tools, and the ability of the manufacturing system is
checked before trial-manufacture of  metalforming
equipment[19].

3) Formulate the flow. For guiding the concurrent
development process, the concurrent development flow is
built according to the relationship between activities and
resource needed, such as staff, equipment and time, etc.

4) Control and adjust. The development flow is adjusted
according to the change of interior & exterior environment
and development process, so as to shorten the development
time and ensure concurrent design be implemented
successfully.

IV. DEVELOPMENT TREND OF CE TECHNOLOGY IN
EQUIPMENT MANUFACTURING INDUSTRY

A. The core of equipment manufacturing
transfers from material processing to
processing Authors and Affiliations

Completing the development of metalforming equipment
in information field is not only the need of CE, but also a
symbol for equipment manufacturing industry shifting to the
information age from the industry age. It will bring about
profound revolution in equipment manufacturing industry
because the product then have two different kinds of forms
(material form & information form) by realizing this target.

The activity with the highest profit is information
processing rather than material processing because the most
innovative and valuable parts of production lies in the
development process and information format of the product.
Hence, the product development based on information field
will be put to the important position in production activities
in equipment manufacturing industry. Once the core of
activity is transfer to information processing from material

technique
information



processing, it marks the turning for equipment manufacturing
industry from the industry age to the information age[20].

B. Cross-nation collaborative virtual development by
multifunction team

As CE being further applied in metalforming equipment
manufacturing industry, the cross-nation manufacturing
corporations will be able to realize the integrated
development of metalforming equipment in the virtual
environment [21].

|Mm§ﬂmg||?|mh&n” E&D ||}dm|ﬁx‘tmu4| Sale

[ =]
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Fig. 4 Cross-nation virtual development based on CE

Reference [22] introduced FRID ( Frequency Reader
Integrated Design ) for the CE globalization of equipment
manufacturing. Every FRID system contains reader, antenna
and tag. Designers and process engineers would be able to
control the process change using wireless signals to directly
update the FRID tags, thus reduce paperwork and human
interference and improve the efficiencies obtained through
automation.

In this way, the equipment manufacturing using FRID
technology has the possibility of integrating the relationship
between customers, vendors, design & process planning,
marketing and warehousing with real-time information as
shown in Fig. 4. The business is thus enabled to provide
customer satisfaction through tailor-made products supplied
reliably and efficiently with competitive response time.

V. CONCLUSION

As the best way to put the CE theory into practice, the
concurrent development of product is vital for the
corporation to response to user requirement rapidly and
improve its core competiveness. Implementing CE in
metalforming equipment manufacturing process can make
the product has good manufacturability , assembly and
maintainability while in design process, so as to reduce the
redesign times largely. The business is thus enabled to
provide customer products efficiently with competitive
response time.
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Abstract - This paper addresses scheduling and evaluation of
Robotic Flexible Assembly Cells (RFACs). Even though RFACs
are capable of assembling a variety of products using the same
resources, all previous studies have been devoted to scheduling
RFACs for assembling a single product.

The objective of the paper is to propose an algorithm deal with
scheduling RFAC for assembly of multi-products. Four
experiments are illustrated to schedule RFAC under different
dispatching rules. Also, four performance measures are
suggested to evaluate the cell performance. A case study is
presented to illustrate applications of the proposed algorithm.
The results of study demonstrate the effectiveness of the
proposed algorithm to manage scheduling RFAC in a multi-
product assembly environment.

Index Terms — Assembly cells, Scheduling rules, Robotics.

I. INTRODUCTION

Nowadays, with increasing global competition and
responding to unpredictable demand, today’s enterprises are
forced to develop flexible systems adaptable to manufacture
products with minimal reconfiguration. One class of such
systems are Robotic Flexible Assembly Cells (RFACSs) [1, 2].

RFAC consists of one or more robotic assembly stations
linked by an automated material handling system, all
controlled by a central computer [3, 4]. RFAC has several
advantages, particularly in flexibility and dexterity to
assemble a variety of products using the same equipment. In
addition, RFAC is easy to modify and reconfigure [5]. On the
other hand, the difficulties of RFAC are the need for more
complicated scheduling system to prevent collisions between
robots and other equipments in the cell [6].

Few studies have been devoted to scheduling RFACs.
These studies can be categorised into three approaches. Some
of these studies applied heuristic approaches to solve
scheduling problem. For example, Lee and Lee [7], Nof and
Drezner [8], Lin et al. [9], Pelagagge et al. [10], Sawik [11],
Jiang et al. [12] and Rabinowitz et al. [13]. Other studies
investigated simulation as an approach to scheduling RFACs.
For instance, Glibert et al. [14], Hsu and Fu [15] and Basran et
al. [16]. Only two studies, Brussel et al. [17] and Dell Valle
and Camacho [18], implemented expert systems approaches to
solve scheduling problems.

978-0-9831693-1-4/10/$25.00 ©2011 IERI
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In addition, from the literature review, the studies have
been used different types of performance measure to evaluate
scheduling results. Table | summaries performance measures
used in previous studies. Time-based measures have attracted
significant attention.

TABLE |
PERFORMANCE MEASURES USED IN RFAC SCHEDULING STUDIES

Performance measures Reference number of publications

Time-based measures [71, [9], [20], [11], [12], [14], [15],

[16], [17], [18]
[11], [13], [15]
[13]

(8]

Utilisation-based measures
Cost-based measures
Others

Based on the literature review, the following limitations
can be identified:

None of them have been described the scheduling RFACs
for assembly of multi-products.

Most of these studies have been wused only one
performance measure to evaluate the results of scheduling
RFACs.

The aim of this paper is to propose a strategy for
scheduling RFACs for concurrent assembly of multi-products.
Then, the scheduling outcomes are evaluated using several
performance measures.

This paper is structured as follows: RFAC are described in
section I1. In section, 11l the proposed algorithm is presented.
Performance measures are formulated in section IV. In section
V, a case study is provided. Experimental results and
discussion are reported in section VI. Finally, conclusion and
further research are presented in section VII.

Il. DESCRIPTION OF RFAC

The multi robot assembly cell is composed of two robots
(R1 and R2) that can use a number of tools that can be
changed in a tool magazine (GC), assembly stations (AS1,
AS2, AS3, AS4 & AS5) where components are assembled,
transfer table (TT) to be transferred partial assemblies from
one robot to another. There are also two conveyors. The first
one (IC) supplies components to the cell and the second one
(OC) is for conveying out a final product when assembly
processes are completed, as shown in Figure 1.
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Fig. 1 A robotic flexible assembly cell

To provide a reliable solution to practical cases, the
following requirements have been taken into account.

The first requirement is the robot move constraints. Robot
cannot move from one place to another directly. This can be
achieved by assigning four control points in the cell: C1 and
C2 to robot 1, C3 and C4 to robot 2. For example, R1 cannot
move from AS1 to AS2 directly. To move from AS1 to AS2,
R1 should move via control point C1 or C2, as shown in
Figure 2. Control points are set to simplify path planning and
avoid collision.

The second one addresses the robot access restrictions. To
prevent collisions between robots at shared area, such as
component transfer table (TT), tool magazine (GC), assembly
station (AS2) and conveyors: IN and OUT, R1 and R2 cannot
access these areas concurrently.

The third requirement is the tooling resource constraints.
To fetch and assemble, the hand of each robot should be
equipped with a right tool; however, a specific tool may be not
available for the two robots concurrently, due to the restricted
number of available tools.

I11. PROPOSED ALGORITHM

The scheduling of the RFAC requires finding a way
which determines how to use cell resources in an optimal
manner to assemble multi-products. Let us consider an
assembly cell in which a set of tasks are performed using a set
of resources to assemble multi-products concurrently.

In the algorithm, there are three major steps that are
performed to generate schedules: (1) Determine a job's
priority, (2) assign resources to carry out assembly operations;
and (3) Evaluate the performance of RFAC, as shown in
figure 2 which is also show the structure of the proposed
algorithm.

In the proposed algorithm, the following assumptions are
considered.
1. The optimum assembly sequence of each product is given
in advance.
Each product uses some or all of the cell resources.
Each robot can perform only one task at a time.
No interruptions like resources breakdown in cell.
The processing time of each task is deterministic and is
known in advance.
The set-up times are not considered.
The proposed algorithm is described by the following
steps:

arwbd

S

Step 1 Tij, Thj & Ty are given as input data. Set
manipulation of R; & R, at position C; & C,
respectively.

Step 2 Set Ty,ow = 0, where T,,,,, represents the scheduling
time.

Step 3 Determine a job's priority.

Step 4 Assign robot | to carry out assembly operation i at
Tnow-

Case 1 If operation i perform at AS;or AS5, assign robot 1.

Case 2 If operation i perform at AS,or ASs, assign robot 2.

Case 3  If operation i perform at sharing area AS,, assign
available robot I.

Step 5 Check if the operation i requires specific tool.

Step 6 If all operations of job j have been performed, go
to step 7; otherwise, go to step 4.

Step 7 Compute the next T,,,,, -

Step 8 Calculate performance measures;

Tmax' Yi, Ug & Wg
Step 9 If all jobs j have been scheduled, Stop; otherwise,

go to step 3.
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Fig. 2 Overview of the proposed algorithm

IV. SUGGESTED PERFORMANCE MEASURES

In this paper, time-based measures and utilisation-based
measures will be considered to evaluate scheduling RFAC. To
formulate the mathematical expressions of performance
measures, the following notations are used:

h Partindex (h=1,...,n)

i Assembly operations index (i=1, .. .,p)

j Productindex (j =1, ...,q)

k Resource index (k=1,...,9)

| Robot index

T;;  Time of Assembly operation i of product j

T,; Time of tool change to transfer/assemble
component h of product j

Ty-s Time taken by robot | to travel between two
resources

€ Total time of Assembly operations of all products

a, Total Time of Assembly operations performed on
robot |

B,  Total Time of tool changes performed on robot |

7 Total Time taken by robot | to travel between cell
resources

Tl Total completion time performed on robot |

Four performance measures are formulated and given as
follow:
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A. Scheduling Length

One of the most common performance measures in
scheduling is called scheduling length or cycle time (T,,,4)- IN
field scheduling RFACS, T, represents the maximum total
completion time performed on robot I. T,,,,, can be formulated
as below.

vi €[1,2] 1)

Tmax = max (TlCt)

B. Total Transportation Time

The sum time required to travel the robot between cell
resources to finish assembly of products. Total transportation
time (y,) aims at measuring the amount of the movement of

each robot in RFAC, during one cycle time. vy, can be
expressed as follows.

Y1 = 25 Tikos vi e[1,2] (2)

C. Utilisation rate

Another important measure, that gives a clear perception
as to whether the robots are used efficiently. Utilisation rate
(Ug) can be formulated as below.

1)
Ug % = —— x 100 (3)
max
61 = [U.l + Bl +'Yl] =
[Z?Zf Ty + Z?ZZ Thj + 23 Tos| VIE[L2] (4

D. Workload rate
Workload rate (Wy) is a measure of RFAC balance. Wy
can be expressed as follows.

Wy % = 1122220 100 ®)

V. CASE STUDY

Assume that three sizes of supply tanks are to be
assembled in the RFAC presented as shown in Figure 3. The
tanks are, essentially, chambers of constant level which
supply, through gravity, liquid fuel for burners. They are
composed of 13, 15 and 31 parts, respectively, as shown in
Table I1. During assembly, a silicone compound is applied to
seal the gaps between the tank and the lid, and between the lid,
the level control and the safety valve.

TABLE Il
COMPONENTS OF THE SUPPLY TANKS

No Part name Quantity
Tank 11  Tank 21 Tank 51

1 Tank T 1,T1 1,T2 1,T3
2 Lid L 1,L1 1,L2 1,L3
3 Screws M6x16 4 6 10
4 Level control LC 1 1 2
5) Screws M3x12 4 4 12
6 Inlet | 1 1 2
7 Outlet O 1 1 2
8 Safety valve SV 0 0 1
Total parts number 13 15 31




Fig. 3 Exploded view of supply tanks 11, 21 and 51

Further, assume that RFAC does not have to be stopped to
load the AS with consumables like fasteners, parts and
sealants (a realistic assumption for modern assembly machines
with magazines of parts and components). The Assembly
Stations in the RFAC are dedicated to the specific assembly
operations, as shown in table 111. Also this table gives details
of description and time for each assembly operations.

TABLE Il
ASSEMBLY OPERATIONS REQUIREMENTS
Time of Assembly operations

Description A;f;tr;nol;ly Tank Tank Tank
11 21 51
Sealant on Tank AS1 5 10 18
Assemble Lid AS2 5 5 5
Insert screws M6x16 AS2 8 12 20
Sealant on Lid AS1 5 5 10
Fit the Level Control unit AS3 5 5 10
Fit the Safety VValve AS4 0 0 5
Insert screws M3x12 AS2 8 8 24
Assemble Inlet & Outlet AS5 10 10 20
Total processing time (s) 46 55 112

For manipulation within the cell, the tanks are loaded on a
pallet that requires a gripper G1 (to be used for T1, T2 and
T5), whereas for the lids, a second pallet is utilised, requiring
another gripper G2 (for L1, L2 and L5). The grippers are
interchangeable. Each robot can work with either G1 or G2, as
required. The time needed to perform tool change operations
is listed in Table IV.

Table V shows the time required to move the robot between
two positions in the cell.

TABLE V
TRANSPORTATION TIME FOR ROBOTS BETWEEN CELL RESOURCES

. . Trans.
Path description Position Time (s)
Robot move from resource to AS1,2,3/GC/TT>C1,2 1
control point AS2,4,5/GC/TT-> C3,4
Robot move from control pointto ~ C1,2->AS1,2,3/GC/TT 2
resource C3,4>AS2,4,5/GC/TT
Robot move between control point  C1, C3¢->IC 15
and conveyor C2,C4€->0C ’
Robot move between two control Cl&>C2 1
points C3&>C4
Robot move directly from station AS1&>AS3 2
to another AS4<>ASS

VI. EXPERIMENTAL RESULTS AND DISCUSSION

In order to examine the effectiveness of the proposed
algorithm, four experiments are executed. Each experiment is
performed with different dispatching rule. These rules set a
job's priority. In this paper, each product is considered as
independent job. Table VI shows the list of dispatching rules
adopted in this study.

TABLE VI
LIST OF DISPATCHING RULES AND THE PRIORITY OF THE JOBS

TABLE IV No Dispatching Rule Sequence
TooL CHANGE REQUIREMENTS R i
1 Short Processing Time (SPT)  Tankii— Tank21— Tanksi
Number of i Tool change 2 Long Processing Time (LPT)  Tanksi—» Tank21— Tanki1
Tool name available tools P21t assignment e g g (LPT)
- 3 Random (RAND1) Tank21—> Tanki1—> Tanks1
Gripper 1 2 T1,T2, T3
Gripper 2 1 L1, 12 L3 3 4 Random (RAND?2) Tank11— Tanks1 —» Tank21
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Figure 4 illustrates Gantt chart of the experiments, and
table VII shows the results of these experiments.

From the study, it has been found that the RAND?2 rule
performs the best result with respect to T,,., (257 sec) and Ug
(R1= 86% and R2 = 59%), while the same rule performs the
worst result with respect to Wy (74%). Additionally, the LPT
rule achieves very well with respect to W, (85%), whilst, the
same rule achieves the worst result with respect to T;,q, , the
LPT rule shows large difference between the movement of
robots (R1= 92 sec and R2=54 sec) compared with other rules.

Moreover, the SPT rule performs the best result with
respect to Tians., this rule shows relatively small difference
between the movement of robots (R1= 69 sec and R2=65 sec),
however, the same rule performs unacceptable value of T,
(296 sec).

The results also showed an inverse relationship between
Ugr and T,,4,. This means Uy increase when T,,,, decreased,
as shown in figure 5A & 5D. In addition, the results revealed
that Ti.qns is directly proportional to Wy, as shown in figure
5B & 5C.

%3
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| Lo Tank 11 | Tank21 Tank51 M Tool change time
, Operation time M

Fig. 4 Gantt chart of experimental studies

TABLE VII
THE RESULTS OF EXPERIMENTS

Dispatching T Robot 1 Robot 2

Rules max o B, ¥, Tl 0, B, Y2 T2
SPT 296 129 3 69 231 84 18 65 296
LPT 266 123 15 92 246 90 6 54 266
RAND 1 300 126 9 78 264 87 12 60 300
RAND 2 257 134 9 7 237 79 12 60 257
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VII. CONCLUSION

This paper has dealt with the problem of scheduling
RFAC with consideration of assemble multi-product, under
different dispatching rules. Time-based measures and
utilisation-based measures are applied to evaluate the RFAC
performance. The existing algorithm and proposed
performance measures have been tested by a case study.

Depending on the experimental results, make a decision
of the best scheduling policy based on one performance
measure is a simple way; but determination of the optimal
scheduling through consideration of multi-performance
measures is a considerably more complex task. The
experimental results show that the algorithm and suggested
performance measures are very effective for scheduling RFAC
to assemble multi-products.
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Abstract - In order to obtain the good surface roughness in
turning process, the cutting conditions are selected as the optimal
value based on the prediction model of the surface roughness.
However, it is difficult to satisfy the requirement condition for
the high performance due to the changes of the cutting conditions
during the machining. In this paper, the sliding mode control
scheme based on surface roughness model has been suggested for
the improvement of surface roughness in a turning process. The
controller modulates the rotational speed of the workpiece to
improve the roughness even if the cutting parameters change
irregularly. First, the surface roughness model is constructed
using the important four cutting parameters based on the
experimental results in a turning process. Also, the dynamic
characteristic of the electrical motor is included in the model.
Second, applying the sliding mode control theory to the suggested
model, the surface roughness is closed to the desired value.
Finally, the effectiveness of this approach is verified through
simulation.

Index Terms — Surface Roughness, cutting parameter, turning
Process, Sliding Mode Control.

I. INTRODUCTION

In the manufacturing industry, a high productivity has
been required as the good quality products and the short
processing time. In order to satisfy these requirements, the
researchers have made an effort to find the optimal cutting
conditions for the improvement of the quality of a product.
Surface roughness of the product is one of evaluating the
manufacturing performance. Because surface roughness
affects the accurate dimension and fatigue strength of the
product, the worker regard surface roughness of the product as
the important factor during estimating the machining
performance. Among surface roughness, the average
roughness is the area between the roughness profile and its
mean line, or the integral of the absolute value of the
roughness profile height over the evaluation length. The
turning process is a widely used machining process in which a
single-point cutting tool removes material from surface of a
rotating the workpiece. Surface roughness in a turning process
is influenced by the cutting parameters, such as cutting speed,
depth of cut, and insert radius!"?!. Hong and Lian"”! have
investigated the effect of the cutting parameters on surface
roughness based on the experimental results and have
proposed the prediction model of surface roughness by the
orthogonal design in turning process. Also, they presented the
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optimal cutting parameters for the good roughness in turning
process. However, it is difficult to maintain the optimal
cutting parameters due to the high rotational speed of the
workpiece and the variation of cutting depth between the
workpiece and tool. In order to improve the roughness of the
workpiece in presence of the irregular change of the cutting
parameters, the control system which regulates the rotational
speed in a spindle is needed.

In this study, the aim is to maintain the average roughness
even though the insert radius and the depth of cut of the
cutting condition are irregularly changing within the
predictable range due to the cutting tool wear and the high
rotational speed. First, the surface roughness model influenced
by cutting conditions is constructed based on the experimental
results in a turning process. Also owing to rotating the
workpiece by the electronic motor, the transfer function
defined as motor operation characteristic is added. Second,
applying the sliding mode control theory to the turning
process model which is composed of surface roughness model
and the motor transfer function, the surface roughness is
closed to the desired value. Finally, executing the computer
simulation, the effectiveness of this approach is demonstrated.

II. MODEL OF SURFACE ROUGHNESS

In a turning process, the workpiece rotated by the spindle
of a turning machine is manufactured as a cutting tool moving
along surface of the workpiece. Surface roughness evaluating
the machining performance relates to many cutting
parameters. Among the parameters, there are the important
four factors such as cutting speed, feed rate, depth of cut, and
insert radius. Cutting speed is the rotational speed of the
workpiece by the spindle, feed rate is the velocity of tool
moving along surface of the workpiece, depth of cut is the
depth between edge of tool and surface of the workpiece and
insert radius is the radius of edge of tool. Therefore, the model
of surface roughness is represented consequently as the
function of the parameters.

The model of surface roughness in a turning process can be
expressed as the following equation;

R, =f(v,,v,,a,.r,) (1)
where, R, is average roughness, v, is cutting speed, v, is feed
rate, a, is depth of cut, r, is insert radius.
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Hong!® has suggested the model of surface roughness using
cutting parameters based on experimental results in a turning
operation. The cutting experiments were carried out on the
CNC lathe using SM45C steel bar(Diameter=48mm,
Length=250mm), the condition is dry cutting. Applying the
orthogonal design, surface roughness model can be expressed
as the following equation;

1.316 0.09
. a

—0.528
r
P

e

R, =111.6 v, " v 2)

f
According to the model of surface roughness in Eq.(2), the
surface roughness may be a low value if the values of cutting
speed and insert radius increase, respectively. Also the
roughness value increases if the values of cutting speed and
insert radius decrease, respectively.

Meanwhile, cutting speed is dependent on the diameter of the
workpiece and the rotational speed of the spindle in a
machining. The spindle is rotated by the electrical motor. As
the rapid response and the nonexistent overshoot, the model of
the motor is regarded as the first order system. Therefore, the
transfer function from the electrical signal to cutting speed can
be expressed as the following Eq.(3). Also, the feed rate is
regarded as the first order time delay as the following Eq.(4).

G1(3)=@=i 3)
I(s) 7,5+1
Gz(S)ZVf—(S)_ < “4)

Vio(s) - 7,5 +1

where, /(s) means the electrical signal acting the motor, V.(s)
means cutting speed and Vs) means feed rate in a turning
process. 7; and 7, are the time constants, C; and C; are
constants.

III. DESIGN OF SLIDING MODE CONTROLLER

In this paper, sliding mode controller is suggested for
surface roughness regulation in presence of the variations of
cut depth and inset radius caused by the high spindle speed of
turning process. The block diagram of the suggested control
system is shown in Fig. 1.

ap Te
Re - € 1 Ve | cutting Ra
n SMC motor process
vt

Fig. 1 Block diagram of control system for surface roughness model

The control system consists of the sliding mode controller, the
electrical motor and the cutting process. Surface roughness of
the cutting process is compared with a reference roughness.
The difference between R,.r and R, means error, which is used
as an input to sliding mode controller. The transfer function of
the model from the electrical signal on the motor to the
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roughness can be represented as following Eq.(5) and the state
space equation of the model can be represented as the
following Eq.(6).

G(s)= Rl K ()
I(s) (zs+1)(z,5+1)
R,()=a()(R,(t)+aR,(t)+b i(}) (6)

where, K=111.6C"* 72ap0‘09re’0‘528 and «a(?) means the
nonlinear term including the disturbance and i(?) means the
control input as the electrical signal.

Let the roughness error and the sliding surface be defined as
the followings™!;

e=R,-R,, 0

d .
S=(—+ije=e+ﬂe (3)
dt
where, A is a positive constant.
Differentiating the sliding surface with respect to time and
substituting Eq. (6) and Eq. (7) gives
S=é+dé=f+bi+lé 9)
Then the control input can be chosen as the following
equation;

i=i—ksgn(S)= b_l(—_f—lé—ksgn(S)) (10)

where, the control discontinuity gain k~=F=+# and the function
F2 | f-f | is satisfied. sgn(.) means the sign function.

In order to satisfy the sliding condition™, the control
discontinuity gain is chosen as the following equation;

1d . N
——8%=88=5(f~f—ksgn(S))
2dt
=(f~-)S—k|S|<-n|S] (11)
where, 7 is a positive constant.
The control input expressed as Eq.(10) includes the

discontinuity across the sliding surface and generates the
chattering that involves high control activity and may excite
high frequency system. The chattering can be reduced by a
thin boundary layer neighboring the sliding surface™®.
Continuous sliding mode control can be realized by replacing
the sign function in Eq.(10) with the saturation function.
Therefore, the control input can be expressed as the following
equation;

i=b"'(-f—Aé—ksat(S/ D)) (12)
And the saturation function can be defined as the following
equation;

if | x| <0
sat(x) =

otherwise

(13)
sgn(x)



IV. SIMULATION RESULTS

In this paper, the sliding mode control scheme based on
the model of surface roughness has been suggested for the
improvement of surface roughness in a turning process even if
the cutting parameters change irregularly. The performance of
the suggested control system has been verified through
simulation with controlling the rotational speed of the spindle
in a turning. The reference value of surface roughness is
preset at 2[um] and the cutting parameters is used in the
computer simulation as shown in Table 1. The spindle speed
is 3333[rpm] based on cutting speed and diameter of the

TABLE I
CUTTING CONDITIONS USED IN SIMULATION
Conditions Value
Dia. of the workpiece 48 [mm]

Cutting speed 193.77 [m/min]
Feed rate 0.2 [mm/rev]
Depth of cut 0.5 [mm]
Insert radius 0.8 [mm]

Time [s]
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(c) Rotational speed of spindle
Fig. 3 The nominal model without SMC
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workpiece. In a turning process, the depth of cut changes
irregularly due to a high rotational speed of the workpiece and
insert radius increases because of the wear between the
workpiece and the cutting tool tip. Considering these
situations, the depth of cut is selected as the sine wave and it
is assumed to the disturbance. The insert radius is assumed as
increasing constant. Fig. 2 shows the simulation result during
rotating the spindle as constant speed. The rotational speed is
chosen as about 134.56[rad/s] according to the diameter of the
workpiece and the cutting speed. If depth of cut and the insert
radius are maintained as the initial conditions, surface
roughness is constant. However, surface roughness decreases
and the range of surface roughness is large as shown in Fig.
2(a) because the cutting conditions change irregularly. The
average error is about 0.145[um]. It indicates that surface
roughness becomes worse due to the variation of cutting
parameters. Fig. 3 show the simulation results of the
suggested control system. As the result, it is shown that
surface roughness is changing consistently. Surface roughness

2.6

24
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2.0

Ra [10 ®* m]
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1.6

14

Time [s]

(a) Surface roug